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The scientific method of Sir William Petty 
 
 
JAMES H. ULLMER 
Western Carolina University 
 
 
Abstract: An understanding of the precise nature of the scientific 
method of Sir William Petty has proved elusive to historians of  
economic thought, in no small part because of a lack of Petty’s          
own characterization of his scientific approach. This research clarifies 
the nature of Petty’s method, as to whether it was primarily inductive  
or deductive, and to what extent it relied on empirical foundations.    
The paper employs a two-pronged analysis. First, it examines the main 
sources of Petty’s method: the works of Sir Francis Bacon and Thomas 
Hobbes, and the synergistic influences of the Hartlib Circle, the Royal 
Society, the Dublin Philosophical Society, and the Mersenne group. 
Second, four of Petty’s most noted contributions to political economy 
are deconstructed in order to identify his scientific method. This 
research concludes that Petty relied almost exclusively on deduction    
in his scientific approach and that his analysis does not reveal any 
inductive reasoning. When data was available, Petty constructed his 
economic theories on empirical foundations. 
 
Keywords: deduction, empiricism, natural law, rationalism 
 
JEL Classification: A11, B11, B31, B41 
 
 
Sir Francis Bacon’s (1561-1626) innovative scientific method was 
characterized by two distinct but related components: empiricism and 
inductive reasoning. With respect to the first element, he insisted upon 
empirical foundations for establishing new knowledge. Accordingly, 
Bacon writes in Book I, Aphorism LXXXII of Novum organum that         
“a method rightly ordered leads by an unbroken route through the 
woods of experience to the open ground of axioms” (Bacon [1620] 1963, 
vol. 4, 81). With respect to the inductive element of his scientific 
method, in a letter to King James I of England, dated October 12, 1620, 
Bacon writes: “The work […] is no more than a new logic, teaching to 
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judge and invent by induction, (as finding syllogism incompetent for 
sciences of nature)” (Bacon [1620] 1963, vol. 14, 119-120; emphasis 
added). 

Sir William Petty’s (1623-1687) scientific method, at least in his own 
estimation, was the unvarnished scientific approach developed and 
promoted by Sir Francis Bacon in the late 16th and early 17th centuries. 
Petty’s description of his scientific technique, which he terms “political 
arithmetic”, is unambiguous as to its empirical foundations, as set forth 
in the following well-known passage: 

 
The Method I take to do this, is not yet very usual; for instead of 
using only comparative and superlative Words, and intellectual 
Arguments, I have taken the course […] to express my self in Terms 
of Number, Weight or Measure; to use only Arguments of Sense, and 
to consider only such Causes, as have visible Foundations in Nature; 
leaving those that depend upon the mutable Minds, Opinions, 
Appetites, and Passions of particular Men, to the Considerations of 
others” (Petty [1690] 1899, 244; emphasis in original).1 
 
The statement cited above does not allude to any element of 

induction in his scientific approach, and there has been confusion     
and disagreement among historians of economic thought on how to 
characterize Petty’s scientific method. Mary Poovey, for example, notes 
the influence of Thomas Hobbes (1588-1679) on Petty, and describes 
Petty’s scientific method as a “complex theoretical amalgam […]       
[that was arrived at] by mixing Baconian induction with Hobbesian 
deduction” (Poovey 1998, xviii).2 On the other hand, Tony Aspromourgos 
insists that “Petty was an empiricist”, but does not concur that Petty  
was “an inductivist” (Aspromourgos 1996, 57). This confusion in the 
scholarly literature motivated me to investigate and analyze Petty’s 
scientific method in order to determine where and to what extent his 
approach mirrored the scientific methods of Bacon and Hobbes. 

The purpose of this article is thus to clarify the scientific method of 
William Petty, its complexity, subtlety and, for that time, novelty. First,   
I offer a synopsis of the respective scientific methods of the two seminal 
influences on Petty: Bacon and Hobbes. Second, I describe and trace the 
                                                 
1 Using Petty’s Discourse on duplicate proportion ([1674] 1969), Robert Kargon presents 
an insightful illustration of Petty’s scientific method as employed in natural science 
(Kargon 1965). Here, Petty’s use of the experimental approach is evident. 
2 Quentin Skinner, while discussing the intellectual impact of Hobbes, includes William 
Petty as one of several European scholars of the mid seventeenth-century who were 
influenced by him (Skinner 1966). 
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intellectual sources of Petty’s scientific method. Third, I explain Petty’s 
method by articulating the scientific approach he most likely employed 
to arrive at four of his most noted contributions to political economy: 
his pioneering development of national income accounting; his theory of 
the velocity of money; theory of value; and theory of the rate of interest. 
Finally, I conclude that Petty relied almost exclusively on deduction      
in his economic analysis, and as Aspromourgos claims, there is no 
evidence of inductive reasoning in Petty’s method. His economic 
theories had an empirical component when data was available. 

 
BACON’S SCIENTIFIC METHOD 
Sir Francis Bacon claimed that his new empirical and inductive method 
could reveal the entire universe of knowledge. In The advancement of 
learning, Bacon provided a glimpse of the three broad areas of natural 
history his method would enlighten: “History of Nature is of three sorts; 
of nature in course, of nature erring or varying, and of nature altered or 
wrought; that is, history of Creatures, history of Marvels, and history    
of Arts” (Bacon [1605] 1963, vol. 3, 330). 

Subsequently, Bacon dichotomizes the study of natural history into 
two types in the following passage from The great instauration: 

 
Next, with regard to the mass and composition of it [natural history]: 
I mean it to be a history not only of nature free and at large […] but 
much more of nature under constraint and vexed; that is to say, 
when by art and the hand of man she is forced out of her natural 
state, and squeezed and molded. Therefore I set down at length all 
experiments of the mechanical arts […] seeing that the nature of 
things betrays itself more readily under the vexation of art than in 
its natural freedom (Bacon [1620] 1963, vol. 4, 29). 
 
Here we see that Bacon believed that the study of the mechanical 

arts would prove more useful because nature more clearly reveals 
herself when under constraint. This led Bacon to favor experimentation 
under controlled conditions as a vehicle for acquiring new knowledge. 

Precisely how then did Bacon propose to discover new scientific 
knowledge? Contrasting his new scientific method with the old 
Aristotelian approach, Bacon argued for the superiority of his new 
scientific technique in Aphorism XIX in Book I of Novum organum: 

 
There are and can be only two ways of searching into and 
discovering truth. The one flies from the senses and particulars      
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to the most general axioms, and from these principles, the truth of 
which it takes for settled and immovable, proceeds to judgment   
and to the discovery of middle axioms. And this way is now in 
fashion. The other derives axioms from the senses and particulars, 
rising by a gradual and unbroken ascent, so that it arrives 
[inductively] at the most general axioms last of all. This is the true 
way, but as yet untried (Bacon [1620] 1963, vol. 4, 50). 
 
To Bacon, new knowledge should rest solidly on empirical 

foundations and should not be deduced from a priori premises.            
In Aphorism LXXXII, Book I of Novum organum, he writes that:  

 
[…] the true method of experience on the contrary first lights        
the candle, and then by means of the candle shows the way; 
commencing as it does with experience duly ordered and digested, 
not bungling or erratic, and from it [d]educing axioms, and         
from established axioms again new experiments (Bacon [1620] 1963, 
vol. 4, 81). 
 
Finally, Bacon did not limit the scope of his scientific inquiry to 

natural history alone. His insistence that his scientific method was also 
applicable to the social and civil sciences is reflected in Aphorism 
CXXVII, Book I of Novum organum: 

 
It may also be asked […] whether I speak of natural philosophy only, 
or whether I mean that the other sciences, logic, ethics, and politics, 
should be carried on by this method. Now I certainly mean what        
I have said to be understood of them all; and as the common logic, 
which governs by the syllogism, extends not only to natural but to 
all sciences; so does mine also, which proceeds by induction, 
embrace everything (Bacon [1620] 1963, vol. 4, 112). 
 

HOBBES’S SCIENTIFIC METHOD 
Karl Marx (1818-1883) and Frederick Engels (1820-1895) identified 
Bacon as “[t]he real founder of English Materialism and all modern 
experimental science” (Marx and Engels [1845] 1956, 172; emphasis      
in original). They went on to assert that “Hobbes systematized Bacon” 
(p. 173). But Hobbes did far more than “systematize” Bacon’s work.     
He developed a method that differed from Bacon’s; one that relied 
mainly on deduction from a priori premises. In Elements of philosophy, 
Hobbes characterizes his scientific approach as follows: 
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Analysis is continual reasoning from the definitions of the terms of a 
proposition we suppose true, and again from the definitions of the 
terms of those definitions, and so on, till we come to some       
things known, the composition whereof is the demonstration of the 
truth or falsity of the first supposition, and this composition          
or demonstration is that we call Synthesis. Analytica, therefore,        
is that art, by which our reason proceeds from something proposed, 
to principles, that is, to prime propositions, or to such as are known 
by these, till we have so many propositions as are sufficient for the 
demonstration of the truth or falsity of the thing supposed. 
Synthetica is the art itself of demonstration. Synthesis, therefore, 
and analysis, differ in nothing, but in proceeding forwards or 
backwards; and Logistica comprehends both (Hobbes [1655] 1966, 
vol. 1, 309-310; emphasis in original). 
 
Hobbes was a rationalist in that he believed that human reasoning 

was an essential element of all new scientific knowledge. To Hobbes, 
science involved a dynamic reasoning process which moved both from 
effects to their causes and from causes to their effects. In Elements       
of philosophy, Hobbes put it as follows: “METHOD, therefore, in the 
study of philosophy, is the shortest way of finding out effects by their 
known causes, or of causes by their known effects” (Hobbes [1655] 1966, 
vol. 1, 66; emphasis in original). Expounding further on his scientific 
method, he writes that:  

 
[…] in the searching out of causes, there is need partly of the 
analytical, and partly of the synthetical method; of the analytical, to 
conceive how circumstances conduce severally to the production    
of effects; and of the synthetical, for the adding together and 
compounding of what they can effect singly by themselves (Hobbes 
[1655] 1966, vol. 1, 79). 
 
David G. James notes that of the “two processes, moving forward 

from cause to effect, or going backward from effect to cause, Hobbes 
clearly gives first place to the former” (James 1949, 14). In the former 
approach, principles are first established and defined, and then effects 
based on those propositions are demonstrated. In the latter procedure, 
scientists “enquire into the causes of some determined experience […] 
as what is the cause of light, of heat, of gravity […] and the like” 
(Hobbes [1655] 1966, vol. 1, 68; emphasis in original). Hobbes believed 
that the causes thus identified for these phenomena may or may not be 
their true causes. “Thus Hobbes accepts the Aristotelian idea that to 
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have the best sort of knowledge, scientific knowledge, is to know 
something through its causes” (Duncan 2009). 

Consistent with his rationalist philosophy, Hobbes sought to 
generalize and apply the rigorous deductive methods of geometry to all 
science. In this regard, Richard A. Talaska notes that Hobbes’s scientific 
method “consists in the correct approach and application of the rules  
of syllogism to propositions in order to generate new knowledge by 
systematically connecting primary with non-primary propositions” 
(Talaska 1988, 209). Thus, for example, Hobbes writes: “The definition, 
therefore, of a demonstration is this, a demonstration is a syllogism,     
or series of syllogisms, derived and continued, from the definition of 
names, to the last conclusion” (Hobbes [1655] 1966, vol. 1, 186; emphasis 
in original). That is, Hobbes emphasized the use of the deductive 
method, as employed in Euclidean geometry, to establish hypotheses 
that could then be demonstrated synthetically. 

In addition to his reliance on the deductive method, Hobbes’s 
scientific approach is characterized by his belief in natural law.             
In Chapter XIV of Leviathan, Hobbes defines a law of nature as             
“a precept, or general rule, found out by reason, by which a man is 
forbidden to do that, which is destructive of his life, or taketh away the 
means of preserving the same” (Hobbes [1651] 1966, vol. 3, 116-117). 
Applying this concept to the state, he writes in De corpore politico that 
“there can therefore be no other law of nature than reason, nor no other 
precepts of natural law, than those which declare unto us the ways of 
peace, where the same may be obtained, and of defense where it may 
not” (Hobbes [1655] 1966, vol. 4, 87; emphasis in original). Arguing that 
natural laws were indeed properly in the realm of science, Hobbes writes 
that “[t]hese dictates of reason, men used to call by the name of lawes, 
but improperly: for they are but conclusions, or theorems concerning 
what conduceth to the conservation and defence of themselves” (Hobbes 
[1651] 1966, vol. 3, 147; emphasis added). Thus, to Hobbes, laws of 
nature were certain rules understood by reason, relating to self-
preservation and social peace. 

Finally, Hobbes not only believed civil science was a proper domain 
for his method, but believed that the hypotheses asserted in civil 
science were more capable of producing true conclusions than 
hypotheses in natural science because they could be demonstrated. 
Accordingly, in his Dedication to Six lessons, he writes that “civil 
philosophy is demonstrable, because we make the commonwealth 
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ourselves. But because of natural bodies we know not the construction, 
but seek it from the effects, there lies no demonstration of what the 
causes be we seek for, but only of what they might be” (Hobbes [1656] 
1866, vol. 7, 184). Hobbes believed that demonstrable certainty was only 
possible in geometry and civil philosophy because much like man 
creates geometric figures, he also creates Leviathan. Hence, Sacksteder 
insightfully notes that to Hobbes “civil philosophy […] much as 
geometry is demonstrable because the lines and figures are drawn by 
ourselves rather than by nature” (Sacksteder 1980, 146). 

 
SOURCES OF PETTY’S METHOD 
Samuel Hartlib (c1600-1662), a fervent disciple of Bacon, immigrated to 
England from Poland in 1628. Like many second generation Baconians, 
he was eager to apply and to spread Bacon’s method (Letwin [1963] 
1975, 124). To that end, Hartlib joined together through correspondence 
a group of European intellectuals “now known as the ‘Hartlib Circle’ […] 
a diverse and self-selecting group of […] ‘ingenui’, whose interests      
[…] were supported by a shared viewpoint in which the potential of free 
and ‘real’ knowledge [could] benefit the commonwealth” (Hartlib 2002, 
Introduction). Petty was an important member of the Hartlib Circle, 
which sought to implement the Baconian method in the interest of 
increasing practical knowledge in all branches of science for the benefit 
of mankind.3 In a 1648 Epistle entitled The advice of W. P. to Mr. Samuel 

Hartlib for the advancement of some particular parts of learning, Petty 
articulates this goal: 

 
To give an exact Definition or nice Division of Learning, or of the 
Advancement thereof, we shall undertake (it being already so 
accurately done by the great Lord Veralum [Bacon]) [i]ntending  
onely […] to point at some pieces of Knowledge, the improvement 
whereof […] would make much to the generall good and comfort of 
all mankind, and withall to deliver our own opinion by what meanes 
they [pieces of knowledge] may be raised some degree neerer to 
perfection (Petty [1648a] 1990, 1; emphasis in original). 
 
In his conclusion to the same tract, Petty elaborates: 
 

                                                 
3 For a more complete description of the Hartlib Circle and their efforts see       
Rattansi 1968, 130-137; Webster 1970; Webster 1975; Hunter 1985, 24-25; Vickers 
1987, 5; McCormick 2009, 41-44.  



ULLMER / THE SCIENTIFIC METHOD OF SIR WILLIAM PETTY 

VOLUME 4, ISSUE 2, AUTUMN 2011 8 

The next Booke which we recommend is the History of Nature free, 
for indeed the History of Trades is also an History of Nature, but of 
Nature vexed and disturbed. What we meane by this History, may be 
known by the Lord Veralums most excellent Specimen thereof, and 
as for the particulars it should treat on, we referre to his Exact     
and Judicious Catalogue of them, at the end of his Advancement of 
Learning (Petty [1648a] 1990, 26; emphasis in original). 
 
Carl Wennerlind claims that “[a]rguably the most influential 

disseminator of the Baconian research project was the Hartlib Circle” 
(Wennerlind 2003, 246). He states that: 

 
[The] Hartlib Circle or the ‘invisible college’, as it was also known, 
served as a link between Gresham College―the first systematic 
effort in England to apply scientific lessons to the practical affairs  
of the state and the demands of commercial expansion―and the 
Royal Society [of which Petty was a founding Fellow] (Wennerlind 
2003, 246). 
 
Petty was also a founding member and first President of the Dublin 

Philosophical Society, established in 1683. Tony Barnard writes that     
“it was Petty who linked the Hartlib Circle with the Dublin Philosophical 
Society. […] Petty’s career epitomized the successful application of 
Hartlibian principles” (Barnard 1974, 67). One important Hartlibian 
principle was to establish a Baconian “program of systematic artificial 
experimentation” (Shapin 2010, 62) to advance science. Accordingly, 
Barnard claims that, as President of the Philosophical Society, Petty 
“drafted rules […] which, if adopted, would have produced greater 
emphasis on experiment” (Barnard 1974, 67). Interestingly, Petty’s 
experimental bent is in direct opposition to Hobbes, who was 
vehemently opposed to the experimental method employed by the Royal 
Society.4  

Petty’s advocacy of the experimental method is most clearly stated 
in a letter to Henry More sent via Hartlib (McCormick 2009, 61). In this 

                                                 
4 In their compelling monograph, Leviathan and the air-pump: Hobbes, Boyle, and      
the experimental life (1985), Shapin and Schaffer present a central disagreement in the 
history of science between Robert Boyle (1627-1692), a founding member of the Royal 
Society, and Hobbes over the proper scientific method. Boyle, in accordance            
with Hartlibian principles, favored the experimental method in the quest for new 
knowledge. Hobbes viewed the experimental method as contrived, and therefore, 
unreliable. The notion “of a fertile union of principles and experiment was lost on 
Hobbes” (James 1949, 14). 
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1648 correspondence, Petty objects to More’s endorsement of the 
Cartesian approach and proposes the following:  

 
I wish therefore that the great wits of theses times would employ 
themselves in collecting & setting down in good order & Method all 
[…] Experiments & not bee too buisy in making inferences from them 
till some Volumes of that Nature are compiled, then wee should have 
a judge of our controversies and when wee can finde such principles 
or axioms as will stand with all these Experiments they may right 
bee […] [accounted] & admitted as such (Petty [1648b] 2002, 123). 
 
This letter demonstrates that Petty, in accordance with Baconian 

scientific method, later reflected in Hartlibian principles, advocated    
the use of empirical information gathered from successive experiments 
to reach general principles or axioms. Subsequently, Petty demonstrated 
these beliefs through his active participation in the Royal Society and 
the Dublin Philosophical Society. 

Petty visited mainland Europe from 1636 to 1639, and again from 
1643 to 1648.5 Petty’s first visit to mainland Europe was entirely 
accidental. In 1636 as a ship’s boy on a merchant ship, he suffered a 
broken leg and was put ashore at Caen on the French coast (Masson and 
Youngson 1960, 81).6 Hull recounts that “this twist of fate left the young 
Petty to shift for himself; he recounted his misfortune in Latin so well 
that the Jesuit fathers of Caen not only cared for him but admitted him 
as a pupil in their college” (Hull 1899, vol. 1, iv). Petty’s earliest 
encounter with deductive logic probably occurred as a student reading 
Euclid at the Jesuit College in Caen, the first continental influence on  
his thought. Petty’s textbook may well have been the 1589 edition of 
Euclid’s Elements by Christopher Clavius (1538-1612), which “may also 
have been the book that converted Thomas Hobbes to the deductive 
method of geometrical demonstration” (McCormick 2009, 26). 

In 1643, “when the civil war betwixt the King and Parliament grew 
hot”, Petty joined the army of English refugees in the Netherlands and 
“‘vigorously followed his studies, especially that of medicine’, at Utrecht, 
Leyden and Amsterdam” (Hull 1899, vol. 1, xiv). By November of 1645, 
Petty had made his way to Paris, where he lived until his return to 
                                                 
5 See McCormick (2009, 14-39) for a brief historical account. 
6 Aubrey recounts that Petty informed him in conversation that at about twelve or 
thirteen he experienced “the most remarkable accident of life (which he did not        
tell me), and which was the foundation of all the rest of his greatness and acquiring 
riches” (Aubrey 1983, 242; original emphasis deleted). This is the event that Petty is 
most likely referring to. 
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England in 1648. During his time in Paris, Petty became associated with 
Hobbes. Thus, the well known link between Petty and Hobbes began 
early in Petty’s career.7 Just as Hobbes had been employed as an 
amateur secretary by Francis Bacon, Hobbes now employed Petty          
to assist him in his study of anatomy (Strauss 1954, 28). Petty’s study of 
anatomy on the continent, especially under Hobbes, was influential to 
his thinking about political economy. In this regard, Ludovic Desmedt 
insightfully notes that “[w]hile medicine was discovering certain 
physiological principles, political economy was being developed by 
[these same] physicians or professors of anatomy” (Desmedt 2005, 80).  

Hobbes, who resided in Paris from 1640-1651, was also a prominent 
member of a group of mathematician-scientists and philosophers, 
known collectively as the Mersenne group.8 Marin Mersenne (1588-1648) 
“was central to the new mathematical approach to nature in Paris in the 
1630s and 1640s. […] [and was the primary scholar who] put thinkers 
from all over Europe sympathetic with the new science in touch with 
one another” (Garber 2004, 136). Through his association with Hobbes, 
Petty gained access to these eminent scholars. Thirty years later           
he acknowledged his intellectual debt to them. In the Dedicatory to the 
Lord Duke of Newcastle in his Discourse on duplicate proportion, which 
he presented to the Royal Society on November 26, 1674, Petty writes: 

 
[…] because your Grace doth not onely love(s) the search of Truth, 
but did encourage Me 30 years ago as to Enquiries of this kind. For 
about that time in Paris, Mersenne, Gassendy (1592-1655), Mr. Hobs, 
Monsieur Des Cartes (1595-1650), Monsieur Roberval (1602-1675), 
Monsieur Mydorge (1585-1647) and other famous men […] [who] did 
countenance and influence my Studies, as well by their Conversation 
as their Publick Lectures and Writings (Petty [1674] 1969, Dedicatory 
Epistle; emphasis deleted).  
 
We thus see that the deductive aspect of Petty’s scientific method 

owes much to his experiences on the continent, first in his studies with 
the Jesuits at Caen and then in his study and work with Hobbes and the 
Mersenne group in Paris.  

                                                 
7 “Throughout his life Petty remained a sincere admirer of Hobbes’s genius”       
(Strauss 1954, 29) and a “great friend” of him (Aubrey 1983, 160). Indicative of that,         
Petty—writing shortly before his death—included Hobbes’s De cive in a short list of 
books he wished his sons to read (see Fitzmaurice 1895, 303). 
8 For a thorough treatment of the intellectual contributions of Marin Mersenne and the 
other scholars who made up the Mersenne group, refer to Mersenne and the learning  
of the schools (Dear 1988). 
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Hobbes’s influence can also be seen in Petty’s embrace and 
utilization of the concept of natural law in his own method, particularly 
as applied to political economy. While Bacon believed that civil science 
was appropriately suited to his scientific method, his followers—the 
experimentalists of the Royal Society—felt that there should be a strict 
separation between the practice of natural science and civil science. 
Shapin and Schaeffer maintain that this notion was the result of: 

 
[The Royal Society’s] evaluation of the capacity of each [branch of 
science] to secure consensus and assent. Through the matter of fact, 
experimental natural philosophy could mobilize effective consensus 
[…] [while it was claimed] civic philosophy might sow the seeds of 
division, which would, inevitably, infect the practice of natural 
philosophy (Shapin and Schaeffer 1985, 153). 
 
Petty disagreed with the Royal Society in this and avidly applied his 

method to political economy. Petty’s scientific work in this realm clearly 
shows that he shared Hobbes’s view that because the commonwealth 
was man-made, propositions in civil science were highly demonstrable, 
and therefore quite capable of achieving consensus and assent. 

 
ARTICULATION OF PETTY’S METHOD 
William Petty’s most specific comment concerning his method is 
contained in Political arithmetic where he proposes to express himself 
“in terms of Numbers, Weight or Measure” (Petty [1690] 1899, 244; 
emphasis in original). However, not being a philosopher like Bacon or 
Hobbes, Petty does not articulate his scientific method explicitly in     
his writings. To explain his method I have worked backward from an 
examination of his four most significant contributions to political 
economy—his pioneering efforts in national income accounting; his 
theory of the velocity of money; theory of value; and theory of the rate 
of interest—to the probable processes he used to arrive at them. 

Petty was a pioneer of national income accounting. His analysis rests 
on the empirical information contained in a work by his friend John 
Graunt (1620-1674), the Natural and political observations, mentioned   

in a following index, and made upon the bills of mortality (Graunt 1662).9 
Petty presents his analysis in the first two chapters of Verbum sapienti, 
                                                 
9 There has been some dispute as to whether Petty was the actual author of the Natural 
and political observations or merely a contributor. For a discussion of the disputed 
authorship, which concludes in the negative, see Hull 1899, xxxix-liv; Groenewegen 
1967, 601-602; McCormick 2009, 131-132. 
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which was appended to the Political anatomy of Ireland when 
posthumously published in 1691. 

He begins his inquiry by estimating the total annual expenditures in 
England and Wales on the basis of population and per-capita spending:  

 
There are of Men, Women and Children, in England and Wales, about 
six Millions, whose Expense at 6₤. 13s. 4d. per Annum […] for Food, 
Housing, Cloaths, and all other necessaries, amount to 40 Millions 
per Annum (Petty [1691] 1899, 105; emphasis deleted). 
 
Petty assumes that national income equals national expenditures, 

and therefore, national income is also £40 million. He then estimates 
“what would be termed today the ‘non-human wealth’ of England and 
Wales” (Thornton 2009, 34). Non-human wealth consists of land and five 
smaller stocks of wealth—housing, shipping, cattle, goods, gold, and 
silver. He approximates the wealth in land to be £144 million and       
the wealth contained in the five smaller stocks of wealth to be £106 
million for a total of £250 million in non-human wealth (Petty [1691] 
1899, 105-107).  

Petty theorizes that the stock of wealth generates a nation’s national 
income. He then summarizes his estimates of national income generated 
by the various stocks of non-human wealth with the following: 

 
Now if the Land worth 144 Millions, yield 8 Millions per annum, the 
other Estate converted into like Species must yield 5 8/9 more;     
but because Money and other personal Estates yield more per annum 
than Land […] then instead of 5 8/9, suppose it to yield 7, making 
the whole Annual Proceed 15 (Petty [1691] 1899, 108; emphasis 
deleted). 
 
Having calculated the income from non-human wealth, Petty next 

postulates that “if the Annual proceed of the Stock, or Wealth of         
the Nation, yields but 15 millions, and the expence be 40 […] Then the 
labour of the People must furnish the other 25” (Petty [1691] 1899, 108). 
He concludes that: “Whereas the Stock of the Kingdom, yielding but     
15 Millions of proceed, is worth 250 Millions; then the People who yield 
25, are worth 416 2/3 Millions” (Petty [1691] 1899, 108).  

We see here that Petty’s national income accounting analysis rested 
firmly on empirical foundations in the form of the data contained in 
Graunt’s (1662) Natural and political observations. His inquiry also relied 
on two important assumptions: national income is equal to national 
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expenditure, and national income flows from national wealth. From the 
population data and his two premises, Petty was able to estimate 
national wealth and the streams of national income that flowed from 
those stocks. Hence, Petty’s inquiry into national income accounting is 
an example of his employing both Baconian empiricism and Hobbesian 
deduction. 

Petty articulates his theory of the velocity of money in the context of 
ascertaining whether or not there was sufficient money to sustain       
the trade of England. Accordingly, in chapter 5 of Verbum sapienti, he 
writes:  

 
It may be asked, If there were occasion to raise 4 Millions per 
Annum, whether the same six Millions (which we hope we have) 
would suffice for such revolutions and circulations thereof as Trade 
requires? I answer yes; for the Expense being 40 Millions, if the 
revolutions were in such short Circles, viz. weekly, as happens 
among poorer artizans and labourers, who receive and pay every 
Saturday, then 40/52 parts of l Million of Money would answer those 
ends: But if Circles be quarterly, according to our Custom of paying 
rent, and gathering Taxes, then 10 Millions were requisite. Wherefore 
supposing payments in general to be of a mixed Circle between    
One week and 13 then add 19 Millions to 40/52, the half of which 
will be 5-1/2, so as we have 5 1/2 Millions we have enough (Petty, 
[1691] 1899, 112-113; emphasis deleted). 
 
On the basis of his theory of the velocity of money, Petty reaches 

two conclusions. First, the velocity of money is inversely related to 
payment periods. Second, he deduces that if one knows the size of the 
money stock and its velocity, one can then determine the volume of 
trade that could be supported by that money supply. Petty subsequently 
proceeds to illustrate his proposition hypothetically by estimating the 
requisite money supply necessary to support the trade of England       
on the basis of different velocities of money. In the above example, for 
an economy with a trade of ₤40 million, if payments were quarterly, 
velocity would be four and ₤10 million would be sufficient. Despite 
Petty’s methodological claim “to use only Arguments of Sense” (Petty 
[1690] 1899, 244), his formulation of the theory of the velocity of money 
relies on the deductive approach of the Hobbesian scientific method. 
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Petty’s theory of value is introduced in A treatise of taxes and 
contributions.10 He begins his theory with the following: 

 
Suppose a man could with his own hands plant a certain scope of 
Land with Corn, that is, could Digg, or Plough, Harrow, Weed, Reap, 
Carry home, Thresh, and Winnow so much the Husbandry of this 
Land requires; and had withal Seed wherewith to sowe the same.       
I say, that when this man hath subducted his seed out of the 
proceed of his Harvest, and also, what himself hath both eaten and 
given to others in exchange for Clothes, and other Natural 
necessaries; that the remainder of the Corn is the natural and true 
Rent of the Land for that year (Petty [1662] 1899, 43). 
 
Thus, Petty defines the natural rent of land as the value of corn that 

labor, after being fairly compensated, is able to produce. 
In concluding the exposition of his theory of value, Petty compares 

the value of the corn produced by that individual farmer to the value of 
silver that could be created by an individual miner: 

 
Let another man go travel into a Countrey where is Silver, there Dig 
it, Refine it, bring it to the same place where the other man planted 
his Corn; Coyne it, &c. the same person, all the while of his working 
for Silver, gathering also food for his necessary livelihood, and 
procuring himself covering, &c. I say, the Silver of the one, must be 
esteemed of equal value with the Corn of the other: the one being 
perhaps twenty Ounces and the other twenty Bushels. From whence 
it follows, that the price of a Bushel of this Corn to be [equal to] an 
Ounce of Silver (Petty [1662] 1899, 43; emphasis added). 
 
Petty’s objective theory of value could only have been postulated on 

a priori premises. Supposition one is that all goods have intrinsic value. 
Supposition two is that the relative value of goods could be measured by 
the surplus value created by labor in their production. He supplies 
evidence for his theory with the above example of corn and silver and 
then declares that the price of a bushel of corn would be equal to the 
price of an ounce of silver if the labor required to produce a bushel      
of corn was equal to the labor required to produce an ounce of silver. 
Here, in strictly employing the deductive method of rationalism, Petty’s 
analysis is clearly Hobbesian. 

                                                 
10 Although often characterized as a labor theory of value, Henry Spiegel notes that 
Petty’s theory of value “is not an outright labor theory but one which places land     
and labor side by side” (Spiegel 1991, 128; emphasis added). 
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Petty’s descendant, Edmund Fitzmaurice (1872-1936), the sixth 
Marquis of Landsdowne, perceptively notes that “Petty, as his writings 
show, had a passion for definitions, imbibed perhaps through his     
early association with Hobbes” (Petty 1927, vol. 2, 149). Hence, not 
surprisingly, Petty’s theory of the rate of interest begins with his 
definition that interest is “a compensation for […] inconvenience”   
(Petty [1662] 1899, 47; emphasis added). Next, he asserts that the 
minimum amount the rate of interest can be “is the Rent of so much 
Land as the money lent will buy, where the security is undoubted”  
(Petty [1662] 1899, 48). Where repayment was insecure, risk “may 
advance the Usury very conscionably unto any height below the 
Principal it self” (Petty [1662] 1899, 48).  

Petty groped toward a monetary theory of the rate of interest. It was 
based on two related premises. First, increases in the money supply 
result in lower rates of interest. Hence, Petty wrote that “the natural   
fall of Interest, is the effect of the increase of Mon[e]y” (Petty [1690] 
1899, 304). Second, the presence of banks enhances the money supply. 
Thus, Petty notes in manuscript 68 of The Petty papers that “[w]here 
[b]anks are interest will be low” (Petty 1927, vol. 1, 246).11  

While Petty’s formulation of a monetary explanation for interest 
rates was radical in his time, his belief in natural law, which was shared 
by Hobbes and other seventeenth-century philosophers, was also         
an important underpinning for his analysis of the interest rate.12 Petty 
posited a principle of universal natural law, according to which citizens 
as economic actors are guided by the laws of nature. Petty warns not to 
legislate against natural law with the following: “But of the vanity and 
fruitlessness of making Civil Positive Laws against the Laws of Nature,    
I have spoken elsewhere, and instanced in several particulars” (Petty 
[1662] 1899, 48).13  

Petty recognizes the fact that there are differences in interest rates 
among nations and attributes it to the different “[l]awes […] of 
particular countries” (Petty 1927, vol. 1, 144). Accordingly, he ascribes 
                                                 
11 Because Petty believed that banks were necessary to ensure liquidity, he proposed 
the establishment of land banks, whose security would be based on a national registry, 
to ensure adequate liquidity. For Example, Petty offered the following recommendation 
to James II: “[E]rect a Registry of Lands, which may [in] effect coyne lands into money” 
(Petty 1927, vol. 1, 257).  
12 For a thorough discussion of Petty and his notion that natural law governed human 
behavior, see Ullmer 2004, 404-408. 
13 Alfred Chalk notes that “in Petty’s writings […] his favorite thesis is that the natural 
laws of society are so powerful that they can never be circumvented by “positive” civil 
Laws” (Chalk 1951, 343). 
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the disparate interest rates among European countries to the different 
policies of those countries concerning their banking systems. Hence, in 
describing policies that had made The Netherlands the most advanced 
economy of Europe at that time, Petty notes: “[The Netherlands’] third 
policy [for increasing trade] is their bank, the use whereof is to encrease 
M[o]ney, or rather to make a small sum equivalent in Trade to a greater” 
(Petty [1690] 1899, 265). In other words, in countries like The 
Netherlands which had a more developed banking system, the portion 
of income deposited by citizens was enhanced by national policy and 
therefore the money supply was greater than in England, which then 
culminated in a lower rate of interest. 

The above articulation of Petty’s scientific method reveals that, 
despite Petty’s claim that he was attempting to employ Bacon’s novel, 
scientific approach, his pioneering efforts in political economy were 
more Hobbesian than Baconian. All of Petty’s endeavors in economic 
theory included a significant element of deductive thinking and do not 
exhibit inductive reasoning. Only Petty’s seminal efforts in national 
income accounting have an explicit empirical component. This is not 
surprising since economics was in a pre-paradigm situation in which 
“fact-gathering is a […] nearly random activity […] [and] fact-gathering  
is usually restricted to the wealth of data that lie ready at hand”     
(Kuhn [1962] 1970, 15). Indeed, the only data available to Petty was 
contained in Graunt’s (1662) Natural and political observations. Petty’s 
rudimentary use of “number, weight, or measure” in political economy 
set the precedent for the employment of empirical analysis in 
economics as data gathering became more formal and precise. 

 
CONCLUSION 
Sir William Petty’s work was revolutionary in two ways. First, he 
employed a novel scientific method, in that he was an empiricist     
when data was available, and a rationalist who principally employed 
deduction in the pursuit of the underlying natural laws of political 
economy. Second, he applied his new method to an emerging discipline: 
economics.  

The two seminal influences on the scientific method of Petty were 
Bacon and Hobbes. From Bacon, Petty inherited his empiricism. From 
Hobbes, who was a more significant influence on Petty, he drew his 
reliance on the deductive elements of rationalism. 
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Petty’s decision to apply his scientific methods to political economy, 
though partly a product of his own genius and predilections, was      
also inspired by Hobbes, who saw the potential for and described       
the application of his methods to the domain of civil science.14 
Aspromourgos points out a significant difference, however, in the focus 
of their attention: whereas “Hobbes had devoted himself to determining 
the theoretical conditions for peace […] Petty turned to the conditions 
required for prosperity” (Aspromourgos 1996, 17; emphasis added). 
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I would like in this paper to explore the degree to which Adam Smith’s 
moral philosophy can fairly be understood as relativistic, mostly for the 
purpose of stimulating wider scholarly attention to the question. I shall 
not do much to resolve it here, although I will point a little in that 
direction, and I hope as well to indicate that the fact that Smith’s 
philosophy so much as raises this question has a number of interesting 
implications for how we understand him. 

One implication that I would like to stress is that the hint of 
relativism in Smith has advantages, and not just disadvantages, for the 
use of his work today in moral theory. Smith has the unusual merit of 
providing a view of morality that anthropologists, and not just 
philosophers, can respect. Generally, philosophers and anthropologists 
find themselves at loggerheads over morality, to the extent that it can be 
doubtful whether they are even discussing the same concept. The 
reasons for this conflict go to the heart of the two disciplines. When an 
anthropologist sets out to discover what morality is, she usually tries to 
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preserve a distance from the question, “what norms ought to count as 
moral ones?” since answering that question might skew her ability to 
approach her subject matter objectively.1 Instead, she proceeds by 
asking the people in the culture she studies what behavior they in fact 
approve and disapprove. When a philosopher tries to determine what 
morality is, one of the main things he or she is looking for is a standard 
by which to judge—to evaluate—what people in any given culture 
approve and disapprove. The anthropologist and the philosopher     
thus set out on a collision course with one another, and wind up, 
unsurprisingly, with very different conceptions of what morality is. 
Given her methodology, the anthropologist tends to identify moral 
norms with those norms a society treats with a strong sense of “piety”, 
which it regards as “sacred” in some sense—more or less with what was 
called “taboo” in Hawaii.2 For the philosopher, by contrast, “taboo” and 
the emotional reactions to it give precisely the wrong sort of content to 
the word “morality”. But the consequence of this approach to the 
subject is that philosophers often wind up writing out most or all of a 
society’s purportedly moral norms as irrelevant, at best, to morality, 
while anthropologists often find that what philosophers consider to be 
morality would be unrecognizable by the cultures they study. 

At the heart of this debate lies a question about the need for moral 
norms to be rationally justified. Modern moral philosophy, from Hobbes 
onwards, has aimed to give reasons for behavioral norms independent 
of religious commitments, or at least of any non-rational, purely faith-
based religious commitment. Consequently, philosophers tend to write 
norms off as non-moral if they are preserved solely by way of a societal 
horror at their violation, or delight in their observance. Sometimes 
morality has been defined in terms of universality—moral norms are all 
and only those norms that all human beings can endorse; sometimes it 
has been defined directly in terms of rationality—moral norms are all 
and only rational norms (and universal then, because they are rational). 
But in any case it is supposed to be part of the definition of morality 

                                                 
1 “The scientific study of generalized social forms requires […] that the investigator 
free himself from all valuations based on our culture. An objective, strictly scientific 
inquiry can be made only if we succeed in entering into each culture on its own basis, 
if we elaborate the ideals of each people and include in our general objective study 
cultural values as found among different branches of mankind” (Boas 1932, 204-205). 
2 See Alasdair MacIntyre’s After virtue (1984, 111-112). Anthropologists often appeal 
approvingly to the notion William Sumner called “mores”, the violation of which,        
in each society, elicits a strong, but nonjuridical, negative reaction. See, for instance,  
A. L. Kroeber’s Anthropology (1948, § 116, 265-267). 
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that anything felt to be right or wrong merely by one group of human 
beings among others, and which others cannot be persuaded to     
regard in the same light, will not be morally right or wrong—will be 
mere “taboo”. An advantage of developing a properly philosophical 
understanding of morality is indeed supposed to be that one can 
thereby sift out moral norms from taboos, and, in that light, criticize 
standards for behavior in various societies. This is no small advantage,   
I hasten to say: being able to reject taboos encouraging prejudice 
against blacks, Jews, women, homosexuals, and so on, has been an 
important moral achievement, and it would not have been possible if 
morality had to be identified with taboo. 

Yet there is something unsatisfying about the philosopher’s 
approach to morality. The philosopher needs to write off as 
inappropriate a large chunk of what most people, in most places, 
consider to be moral and immoral. And the philosopher sees this large 
part of what is ordinarily labeled “morality” not just as incorrectly so 
labeled, but as obviously irrelevant to morality. When Eskimos suppose 
there is something intrinsically wrong with eating caribou and seal at 
the same meal, the philosopher says they are making an obvious 
mistake, especially if they suppose this to be a wrong of the same kind 
or order as an injury to other persons. When religious Christians say 
there is something intrinsically wrong with consensual homosexual sex, 
philosophers are inclined to see this as a similarly obvious mistake.  
This makes it look as if ordinary people do not understand what 
morality is—ordinary people in other cultures, especially, tend to appear 
as if they are completely confused about morality—which is both 
offensive and implausible. It also means the philosopher’s definition of 
morality is unhelpful for descriptive studies of how people actually    
use moral language, or of moral development—of how individuals in 
societies come to think of themselves as having a moral point-of-view. 
Cutting the socialized taboo away from moral norms makes it hard to 
explain how those norms can get learned. 

In addition, the philosopher’s picture cuts morality off too much 
from other values, separates it too sharply from aesthetics and 
decorum, to say nothing of religion and metaphysics. Taboos about 
what foods to eat often function in practice just like taboos against 
injury or unkindness. The explanation cultures tend to give for all their 
important norms is that those norms reflect a cosmic order; a violation 
of any of these norms is wrong, then, because it disturbs or defiles a 
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natural and beautiful cosmic pattern. By calling this a mistake, and 
insisting that morality concerns only what human beings owe to each 
other, the philosopher cuts morality off from the possibility that it 
might give the whole of our lives, not just our interpersonal relations,  
an intrinsic meaning; that it might help define all our goals and 
concerns. 

Finally, the philosopher’s emphasis on the rationality of moral 
norms has certain difficulties even for prescriptive purposes. Norms 
that we endorse rationally may not be ones that we particularly care 
about observing, and norms that we care about observing are very often, 
like the Hindu ones about eating beef, not norms for which we have any 
good argument. For the philosopher’s moral recommendations—say, 
about treating black and white people equally—to get a grip on us, they 
need to be built into our emotional reactions. We need to develop a 
taboo against discriminating on the basis of race. 

Now Smith, unlike practically all of his predecessors, takes very 
seriously the taboo-quality, the aura of “sacredness” that surrounds 
moral norms,3 and defines “morality” in a way that hews closely to the 
use of that word in ordinary life. Not only does his procedure for moral 
judgment, as we shall see more in a moment, make the standards of 

                                                 
3 Consider the difference between Hume and Smith, in this regard. For Hume, “sacred” 
simply means “inviolable” (see “An enquiry concerning the principles of morals”,    
200-201); to call a rule “sacred” is just to say that it brooks of no exceptions (see         
A treatise of human nature, 501, 531-532). But to say that a rule should never be 
violated is not yet to say that it deserves awe, respect, or any of the other 
psychological phenomena normally associated with “sacredness”, in its ordinary usage. 
The laws of nature, like Newton’s law of gravity, are inviolable, but we hardly feel they 
are sacred. Hume explicitly compares the apparent superstitions that surround the 
claiming of property with the real superstitions that, he believes, surround religious 
rituals, making clear that he has no use for the rules of justice to be associated with 
awe or with any sort of taboo (see A treatise of human nature, 197-200): the laws of 
justice are and should be, as much as possible, a rational business, not something 
shrouded in mysterious feelings. For Smith, by contrast, we lay down inviolable moral 
rules to ourselves in order to counteract the “misrepresentations […] concerning what 
is fit and proper to be done” to which we may be led by “furious resentment” or 
passionate excesses of self-love. The rules then work precisely by way of the “awe and 
respect” they engender, by the fact that they mark out a region of action as if it were 
forbidden to us by a higher power, mark it as taboo, as something we should not even 
contemplate entering (see TMS, 160-161). Thus when Smith calls his rules of justice 
“sacred” (as in TMS, 138, 161, 330), his usage fits in with the ordinary meaning of that 
word; the awe-inspiring quality of the rules, not their mere inviolability, is central to 
their functioning. (Nor does the fact that we come up with the rules ourselves, that we 
“lay them down to ourselves”, do anything to vitiate the possibility of regarding them 
as God’s laws: if our moral sentiments are God’s “viceregents within us”, it is perfectly 
reasonable to regard the rules to which they lead us as simply one way by which God’s 
power manifests itself.) 
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one’s society largely determinative of one’s moral judgments, but        
his very decision to identify moral judgment with the judgment of      
the impartial spectator seems underwritten by a belief that this is    
what most people mean by “moral judgment” in ordinary life. It is 
characteristic of Smith’s method in all his work to try to draw 
philosophical definitions out of commonsensical ones, and in             
The theory of moral sentiments (TMS henceforth) he appeals over       
and over, as evidence for his points, to what “we think”, “we admire”, 
“we approve” (e.g., TMS, 17, 24, 62, 178, 323). In one important instance, 
he does so to establish that “we” do not agree with Hutcheson that 
morality can be identified with benevolence (TMS, 304). His arguments 
for why morality cannot be equated with prudence, or with social utility, 
are also, I think, best understood as resting on the claim that, in 
ordinary life, we simply do not use the word “moral” to designate what 
serves either an agent’s self-interest or the utility of a society; moral 
language is not identical with prudential or utilitarian language. Rather, 
when we say an action is morally right what we mean is precisely that it 
wins the approval of an impartial spectator: “The very words, right, 
wrong, fit, improper, graceful, unbecoming mean only what pleases or 
displeases [our moral] faculties” (TMS, 165). 

Smith thereby identifies moral thinking with what most people, in 
everyday life, already regard as moral thinking, rather than looking, as 
Hobbes and Bentham do, for some external purpose that such everyday 
talk serves, or, as Cudworth and Clarke do, and as Kant would do later 
on, for a rational structure underlying the everyday talk.4 On these,  
more standard approaches to morality, everyday moral talk may be 
thoroughly confused, and may need to be thoroughly overhauled in the 
name of its fundamental purpose or structure. On Smith’s approach, 
societies may well make moral errors here and there, but it is impossible 
that they get the entire nature and purpose of moral thinking wrong.  
For Smith, morality just is the social practice by which people correct 
one another for not adequately living up to their society’s standards of 
                                                 
4 There clearly are a number of very important social purposes that moral practices 
may serve (individual happiness, social peace and stability, and the like, which Smith 
takes note of at TMS, 20, 45, 86, 149-150). But serving those purposes is not part of the 
definition of morality, and it is not necessarily a part of those practices that we advert, 
directly or even indirectly, to those purposes when we correct ourselves and our 
neighbours. The purpose of morality lies beyond the frame, as it were, beyond the 
picture of what morality actually is. This nonteleological attitude in fact does belong to 
the phenomenology of moral judging, and it is in holding off the question of teleology 
that Smith improves on Hobbes, Hutcheson, and Hume, and is rightly regarded as kin 
to Kant. 
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conduct (in particular, for not doing so out of excessive passion on 
behalf of their selfish interests); this definition is neutral as to what   
the society’s standards of conduct might be, and according to it, the 
thought that societies might entirely misunderstand the nature of 
morality is quite literally unintelligible.5 It is in this sense that Smith 
may be regarded as the most anthropologically sensitive of modern 
moral philosophers—certainly, of moral philosophers in the 17th and 
18th centuries. 

But it is precisely this anthropological sensitivity that opens Smith to 
the charge that his moral philosophy is beset by the relativism with 
which philosophers generally charge anthropologists. I do not know that 
Smith has a good answer to these charges, but the problem he faces is 
our problem too. In ordinary usage, a moral norm is usually conceived 
both as a proper guide to conduct and as something that in fact guides 
most people’s conduct in some society. Hence the philosophical and the 
anthropological approaches to morality need to be reconciled, and the 
continuing division between these approaches reflects a deep difficulty 
in defining what morality is supposed to do. We gloss over that 
difficulty all too easily, at this point in the division of labor, by parceling 
these two aspects of morality out to two different kinds of professional. 
So even if Smith has no good answer to the question of how we bring 
the universalist and the culturally-relative aspects of morality together, 
the mere fact that his work brings out that question makes it worth 
thinking with him about it. In this paper I try to do that by exploring 
both the relativistic and the universalistic tendencies in Smith’s moral 
thought.6 The discussion is divided into three parts: I consider first the 
evidence for reading Smith as some sort of relativist, then the evidence 
against that reading, and conclude with two sets of reflections on the 
difficulties in reconciling these two aspects of Smith.  

 

                                                 
5 In TMS, 313-314, Smith says almost exactly this. See also the Wealth of nations (WN), 
768-769. 
6 I am aware that the proper antonym of “relativist” is “absolutist” and the proper 
antonym of “universalist” is something like “tribalist” or perhaps “pluralist”. The first 
pair of terms is a meta-ethical one, while the second is an ethical one. Nevertheless, 
absolutism about the foundations of ethics generally goes together with a strong 
ethical universalism, while relativism about ethical foundations goes almost without 
exception together with a strong endorsement of pluralism. For this reason, and 
because Smith is really torn between a meta-ethical threat of relativism and an ethical 
inclination towards universalism, I will refer to the tension I am drawing out of Smith 
mostly as one between “relativism” and “universalism”. 
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SMITH’S RELATIVISM 
Adam Smith is one of the most respectful of 18th century writers 
towards other societies. Far from endorsing Hume’s notorious 
speculation that only white civilizations have ever produced anything 
worthwhile, he lauds the magnanimity of Native Americans and 
Africans, describing the latter as far superior in character to the 
Europeans who enslaved them.7 Moreover, the passage about Africans 
comes from an entire division of TMS (Book V) devoted to the influence 
of culture on morals, in which Smith argues that “The different 
situations of different ages and countries are apt […] to give different 
characters to the generality of those who live in them” (TMS, 204).       
He points to different standards of politeness in Russia and France, and 
a different balance of the gentle and the awful virtues in civilized and 
barbarian nations, describing these as “wide” and “essential” differences 
in the morals of different peoples (TMS, 208).8 Since the notion that 
morality might vary in accordance with culture was not widely accepted 
in Smith’s time,9 moreover, the mere fact that he devotes a major 
division of his book to the subject is remarkable. 

Still, the concession Smith makes to the role of culture here is a 
moderate one, which need not raise any specter of relativism.              
He condemns infanticide as a perversion of morality, even though it has 
been approved by whole cultures, and says that “the general style and 
character of conduct” can never be perverted in such a way, else the 
society in question would self-destruct (TMS, 211; see also 209). Cultural 
variation in morals is possible only within fairly narrow bounds; it never 
amounts to more than a matter of emphasizing one virtue over another, 
of what we might call the “shading” in our picture of how human beings 
should live: “the manners of different nations require different degrees 
                                                 
7 See Hume’s “Of national characters” (Political essays, 86n); and Smith’s TMS, 205,  
206-207. There are echoes of Montaigne, and anticipations of Herder, in these 
passages, but such respect for non-Western societies is rare in the seventeenth and 
eighteenth centuries. 
8 Jim Otteson, whose discussion of these matters I otherwise largely agree with, 
somewhat understates the importance Smith gives to cultural variation (Otteson 2002, 
215-220). He quotes a passage on the page after the one I have just quoted to show 
that cultural differences in morality are “of small moment only” (TMS, 209; quoted at 
the top of Otteson 2002, 219). But Smith actually says there just that differences in 
morals due to “different professions and states of life” are of “small moment”; he gives 
rather greater significance to differences due to culture. 
9The very term “culture”, in its modern anthropological sense, was not to be invented 
until the nineteenth century. It was coined in 1843 by Gustav Klemm, as a new 
meaning for the German term “Kultur”, and introduced into English by Edward Tylor in 
1871. See Fleischacker 1994, chapter 5. 
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of the same quality, in the character which they think worthy of esteem” 
(TMS, 209). On the evidence of Book V alone, we might say that Smith is 
a cultural pluralist, but not a relativist. He makes room for cultural 
variation within his picture of the good human life, but that picture, 
with its room for cultural variation, is supposed to hold for all human 
beings everywhere. 

But in Books I and III of TMS a real relativism threatens the core of 
his thought. This can be brought out in several ways. First, to the extent 
that Smith’s methodology works by way of appeal to what “we think”, 
“we approve”, and so forth, it is open to the objection that what the 
“we” in one community believes and feels may be very different from 
what the “we” in another community believes or feels. The appeal to 
common sense is connected to much that is attractive in Smith: to his 
avoidance of metaphysics in moral theory,10 and his resistance to 
utilitarianism. (There are utilitarian moments in Smith—at TMS, 90-91, 
and 326, for instance—but on the whole he denies that the judgments of 
the impartial spectator can be either reduced to or trumped by appeals 
to utility.) Still, the common-sense methodology that in some ways is so 
attractive opens Smith to the threat that common-sense philosophy 
characteristically faces: that common sense is relative to communities;11 
that what is common sense in one culture may be utterly counter-
intuitive in another. This is particularly so, and these differences are 
particularly hard to overcome, in matters of morals. We may be able to 
correct common superstitions, in our own or another culture, by way of 
scientific data; we will not often change common moral beliefs that way. 

Second, as Allan Gibbard (1990, 280) has pointed out, the fact that 
Smith sets up his account of moral approval as an outgrowth of each 
person’s search for harmony with the feelings of the people around him 
or her (TMS, 16-17, 110-112) puts pressure on the account to make 
approval relative to communities. For if the impetus for seeking moral 
approval from others, and expressing approval and disapproval of those 
others, is that we want “to be beloved” (TMS, 41) and want our friends 
and neighbors to be lovable, that we want to share feelings with the 
others around us, then the goal we are aiming at will necessarily vary 
with variations in the types of feeling common among different groups 

                                                 
10 It is an important theme of Charles Griswold’s (1999) Adam Smith and the virtues    
of enlightenment that Smith abjures metaphysical appeals in his philosophy. For 
Griswold, that makes Smith something of a sceptic; I see him as a common sense 
philosopher instead. See further discussion in Fleischacker 2003, Part I, chapter 2. 
11 See Clifford Geertz’s (1983) “Common sense as a cultural system”. 
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of people. If the people around me are warmly effusive while the people 
around you are colder or more reserved, then you and I will seek to be 
different kinds of people, and will approve and disapprove of different 
kinds of actions and reactions in others. If moral approval aims to bring 
people in a community into a sort of emotional equilibrium with one 
another, then it will vary with the different strengths and types of 
emotion going into such an equilibrium in different places and times. 

Third, and most deeply, the impartial spectator is constructed out of 
modes of judgment that seem essentially relative to a particular culture. 
We observe what our friends and neighbors say about how people 
should behave and we try to win their approval (TMS, I. i-iii). Then we 
find that some of their judgments are unfair—infected by interest   
(TMS, 129) or ill-informed (TMS, 114-115, 130-131)—and “in order to 
defend ourselves from such partial judgments, we […] learn to set up   
in our own minds a judge between ourselves and those we live with” 
(TMS, 129; see also 135). But this impartial judge within us cannot 
defend us against the outsiders’ judgments unless it uses the same 
standards of judgment that they do; it cannot otherwise engage with 
their judgments. Our society provides us with the “mirror” by which we 
can see our own conduct—“the countenance and behavior of those [we] 
live with” enables us first to “view the propriety and impropriety of  
[our] own passions”—and it is by imagining how those around us would 
view our conduct that we then “scrutinize [its] propriety” ourselves 
(TMS, 110, 112). Of course we substitute this self-scrutiny for the actual 
scrutiny of others to correct for the partiality and ignorance we find in 
much of that actual scrutiny. But in correcting for the passions and 
interests and misinformation of our friends and neighbors, we turn to 
an idealized version of our friends and neighbors who uses the same 
standards of moral judgment as they do. The impartial spectator is 
disinterested, well-informed and “candid” (TMS, 129), but is otherwise 
just like actual, partial spectators. It is built out of actual spectators; it is 
built, in particular, out of the basic reactive attitudes, the basic modes 
of moral judgment, that our actual friends and neighbors have. There is 
little in Smith’s construction of the idealized spectator to correct for the 
surrounding society’s standards of judgment; the idealized figure takes 
over those standards and corrects merely for their partial or ill-
informed use. If the moral standards, the basic moral sentiments, of a 
society are profoundly corrupt—if a feeling of contempt for Africans or 
hatred for Jews or homosexuals, say, has been taken for a moral feeling, 
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and a society’s judgments of these people’s actions have been 
comprehensively skewed as a result—the impartial spectator within 
each individual will share in, rather than correcting for, that 
corruption.12 

Now it seems reasonable to suggest that the impartial spectator, as  
it corrects for misinformation and partiality in the application of its 
society’s standards, can also accuse those standards themselves of 
being based on faulty information or of having arisen to serve the 
interests of some group or other within the society.13 Better information 
about Africans, or a better realization of how negative sentiments 
toward Africans served the interests of slave-owners, might have led 
people in America to abandon such ugly sentiments—especially if they 
also engaged in a serious attempt to imagine themselves in the place of 
the Africans affected by these sentiments. Smith may well have believed 
that tools of this sort would enable us to correct for moral corruption in 
the shared sentiments around us. I have myself argued elsewhere 
(Fleischacker 2003, Part IV, chapter 3) that Smith’s writing of the Wealth 
of nations was in good part an attempt to change attitudes towards the 
poor, by providing better information about them, and by describing 
their circumstances in such a way as to encourage readers to project 
themselves, imaginatively, into the poor’s shoes. 

                                                 
12 This problem is exacerbated by the fact that the socially-shaped impartial spectator 
within us is not only our means of moral judgment; it is fundamental to the very self 
capable of issuing judgments of any sort. Smith never says anything about Hume’s 
deconstruction of the self in A treatise of human nature, but his views in Book III of 
TMS depend heavily on the notion of a continuous, introspective self, that can look 
back on its own actions and take responsibility for them (see especially TMS, 111, n [3], 
115-119, and 134-137). Society provides us with a “mirror” by which we see ourselves 
for the first time (TMS, 110). But that is to say that without this socially-constructed 
“mirror” we would not have become aware that we so much as had a self to scrutinize. 
Indeed, this puts the point too weakly. It is not just that, without the mirror provided 
by society, we would not be aware that we had a self; we would in fact not have a self. 
The metaphor of the mirror is misleading. I have a body before I see it in the mirror; 
the mirror gives me a way of becoming aware of my body, yet my body exists whether  
I am aware of it or not. But it is not at all clear that my self exists if I am not aware of 
it. On all standard accounts of selfhood, the self is by definition something that reflects 
upon itself, that is self-aware. However in that case Smith’s self cannot so much as 
exist until it is awakened to such reflection by society. Society brings the self into 
existence, and at the same time provides the standards guiding its characteristic act of 
self-reflection. (One interesting consequence of this is that for Smith the self is 
primarily a moral rather than a cognitive being: our ability to introspect arises first and 
foremost in the moral arena. All the Lockean “reflex” senses are for Smith a product of 
moral practices first, and only later transferred to epistemic uses. This may be yet 
another anticipation of Kant: morality, not epistemology, gives us our best reasons to 
posit an ongoing self.) 
13 Stephen Darwall urged this objection on me. 
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But it is unlikely that either better information, or the demonstration 
that certain attitudes are driven by partiality and interest, or even better 
imaginative projection, will in fact suffice to reform many corrupt 
attitudes.14 Prejudiced people are notoriously impervious to better 
information about the objects of their dislike: the information, even 
when accepted, gets filtered through their sentiments such that those 
who despise black people or Jews have commonly been able to come up 
with ingenious reasons why even facts that might seem to testify to 
these people’s virtues are instead evidence of their vices. Nor will the 
claim that an attitude derives from interest or partiality necessarily 
make much headway. Any given individual can very often reasonably 
protest that she does not personally have any stake in discrimination 
against blacks or homosexuals—and it is personal stakes of this sort, 
“interests” and “inclinations” (TMS, 129), above all, that Smith means by 
“partiality”. She may also, often, be able to argue with some plausibility 
that an impartial spectator procedure would endorse the attitude she 
holds. When we ask her to project herself into the feelings of the Jews 
or homosexuals hurt by the hostility directed at them, she may ask us, 
in response, to project ourselves into the feelings of those who find the 
practices of Jews or homosexuals offensive, or the feelings of Jews who 
themselves dislike Judaism and homosexuals who wish they were not 
gay. And if we try to reject this demand by saying that people who    
find Judaism or homosexuality offensive have improperly induced 
sentiments, that they are merely prejudiced, or, if themselves Jewish or 
gay, have just internalized the prejudices against them, they can retort 
that it is those who approve of Judaism or homosexuality, and the Jews 
or homosexuals who are proud of their practices, who have improperly 
formed feelings, who are allowing pride or selfish desire to block the 
repugnance they would, if truly impartial, feel about their evil way of 
life. And it will be difficult to break out of this circle of claim and 

                                                 
14 And even if these appeals do succeed, in some or many cases, the claims of 
misinformation and partiality come too late to correct appropriately for the relativity 
of the impartial spectator. If Smith’s spectator begins as a construction out of the 
actual sentiments of one’s society, then its mode of procedure is essentially relative to 
the society in which it arises even if it manages sometimes to overcome that society’s 
limitations. Any reaching beyond the society’s limitations will be fortuitous, not built 
into the very nature of Smith’s moral method. The method of a Kantian or a utilitarian 
is essentially absolutist and universalist in a way that Smith’s method is not. Of course 
Smith’s method has advantages, in theory and in practice, over that of both Kantians 
and utilitarians—it is closer to actual moral practice, more nuanced, and less 
conducive to arrogance and insensitivity—but those advantages are intimately bound 
up, I suggest, with the relativistic disadvantage I am here emphasizing. 
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counter-claim using Smithian resources alone, since the impartial 
spectator, as Smith describes it, works best by relying on socially-shared 
sentiments as normative and then correcting a particular application of 
those sentiments for a gap in information, or dependence on interest, 
that all parties to the judgment in question could recognize as such. 
Smith’s procedure generally corrects for very local failures of judgment, 
within a broader social context whose entrenched emotional 
commitments can be taken as normative.15 

But a procedure that depends so heavily on its surrounding society 
is hardly in a good position to launch a radical critique of that society.  
If the basic attitudes of a society are globally corrupt or bigoted, the 
individuals within that society, on Smith’s view, are unlikely even to be 
aware of that fact, let alone have a basis on which to change it.16 

 
SMITH’S UNIVERSALISM 
So Adam Smith stands convicted of cultural relativism. Or does he?        
I suggested in my first paper on Smith that the impartial spectator may 
be a source for Kant’s categorical imperative,17 and Stephen Darwall has 
recently offered brilliant and beautiful elaborations of that possibility.18 
But this suggests a very different view of Smith—one on which he would 
seem to be an opponent rather than an advocate of cultural relativism. 
We need now to draw out this Kantian side of Smith. 
                                                 
15 It goes with this feature of Smith’s theory that his focus is on self-correction and not 
on the reform of social standards of morality. The subtitle of TMS in its fourth edition 
was “An Essay towards an Analysis of the Principles by which Men naturally judge 
concerning the Conduct and Character, first of their Neighbours, and afterwards of 
themselves”, and this captures nicely both the centrality of Book III in the work, which 
focuses entirely on the importance and difficulty of getting ourselves to live up to the 
moral standards we readily apply to others, and on the way that much of the rest of 
the book, especially insofar as it brings out “irregularities” in our modes of moral 
judgment, seems designed to get us to understand how we judge others primarily      
so that we can apply such judgment more properly—which means, above all, with less 
self-deceit—to ourselves. But this focus on getting ourselves to live up to moral 
standards makes it hard to pay much attention to the problem of reforming those 
standards themselves. Of course there is nothing logically infelicitous about 
developing a moral theory directed towards both self-judgment and reform of society. 
As a practical matter, however, the claim that society’s standards of judgment are 
corrupt all too easily serves as yet another excuse for our self-deceiving attempts to 
exempt ourselves from all moral judgment (“Capitalism oppresses the poor, so I don’t 
need to worry about ripping off my boss”). It is easier to bring the recalcitrant self into 
the process of self-judgment if the standards going into that process can be treated as 
fixed. 
16 Hence, perhaps, the acquiescence of Plato and Aristotle in infanticide, which Smith 
regards as fully understandable if not admirable (TMS, 210). 
17 See Fleischacker’s (1991) “Philosophy and moral practice: Kant and Adam Smith”. 
18 See Stephen Darwall’s (1999) “Sympathetic liberalism”, and (2004) “Equal dignity”. 
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To begin with, Smith’s express utterances display cosmopolitan 
aspirations as well as a respect for cultural differences. Although we are 
“commended by Nature” first to care for ourselves and our local 
societies, Smith says that we also have sentiments that go out to all 
human beings, indeed to all sentient beings: “[O]ur good-will is 
circumscribed by no boundary, but may embrace the immensity of the 
universe” (TMS, 235). The happiness of “any innocent and sensible 
being” is desirable to us, and we have an aversion to the misery of any 
such being. We have, in short, a capacity for “universal benevolence”, 
and this benevolence, while limited in many people, and something that 
can “very seldom” be translated into “effectual good offices”, seems to 
be a virtue that crowns moral development for Smith. The “wise and 
virtuous man is at all times willing”, he says, to sacrifice his own and his 
local interests for the greater interest of the universe. Such a man sees 
the “great society of all sensible and intelligent beings” as embracing all 
the lesser societies to which he belongs. 

But Smith’s system provides us with no good explanation of how 
anyone can come to have these nobly cosmopolitan sentiments. As Jim 
Otteson has emphasized, Smith believes moral sentiments are tied very 
tightly to what Otteson calls a “familiarity principle” (Otteson 2002, 4)—
a principle according to which we care about people in proportion to 
how well we know them (see TMS, 139-140, 227-228). Our moral 
sentiments are also instilled in us by the people with whom we interact, 
and if the sentiments of our friends and neighbors are, as sentiments in 
most societies have been, infused with bitter or fearful reactions to 
those outside our group, then we will presumably be instilled with this 
tribalist animosity, rather than the cosmopolitan goodwill Smith praises. 

So the express universalist utterances in TMS seem loosely attached 
to Smith’s basic moral theory. More interesting are certain universalist 
implications to be found at the core of that theory. Some of the 
passages that I used above to show the cultural embeddedness of       
the impartial spectator can be understood instead to suggest exactly the 
opposite. For what does it mean that, in defence against the partial or 
ill-informed judgments of others, “we […] learn to set up in our own 
minds a judge between ourselves and those we live with” (TMS, 129)? 
Yes, in part it means that we construct such a notional judge out of the 
mode of judging we have learned from “those we live with”, but first 
and foremost it means that we attempt to step beyond our local context, 
to step beyond all partiality. It also means that we come to see ourselves 
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as equal with every other human being.19 Indeed, the whole point of 
taking up the impartial spectator position may be that thereby, and only 
thereby, can we grasp the fundamental equality of human beings: 

 
[T]o the selfish and original passions of human nature, the loss or of 
a very small interest of our own, appears to be of vastly more 
importance […] than the greatest concern of another with whom    
we have no particular connexion. His interests, as long as they are 
surveyed from this station, can never be put into the balance with 
our own […] Before we can make any proper comparison of those 
opposite interests, we must change our position. We must view 
them, neither from our own place nor yet from his, neither with our 
own eyes nor yet with his, but from the place and with the eyes of a 
third person, who has no particular connexion with either, and who 
judges with impartiality between us (TMS, 135).20 
 
What we gain from overcoming self-love is that we can then grasp 

the true equality of humankind. The passage of TMS that describes the 
impartial “inhabitant of the breast” as “capable of astonishing the most 
presumptuous of our passions” goes on immediately to say that when 
our presumptuous passions are thus checked, we recognize “the real 
littleness of ourselves”, the fact “that we are but one of the multitude,  
in no respect better than any other in it” (TMS, 137). Smith tells us over 
and over that we make our greatest moral mistakes when we try to 
assert superiority over other people. In the “race for wealth”, everyone is 
allowed to “run as hard as he can, and strain every nerve and every 
muscle, in order to outstrip all his competitors”, but if he should “justle, 
or throw down any of them”, the spectators will not tolerate his 
behaviour: “This man is to them, in every respect, as good as he: they do 

                                                 
19 Compare to Stephen Darwall’s (2004, 132) reading of Smith on this point: 
 

For Smith, when we judge an agent’s motive, we do so from the agent’s own 
perspective, viewing the practical situation as we imagine it to confront her in 
deliberation. And when we judge someone’s feeling or reaction, we do so from   
her patient’s perspective, viewing the situation as we imagine it to confront her as 
someone responding to it. Both judgments involve an implicit identification with, 
and thus respect for, the other as having an independent point of view. 
[…] 
For Smith, therefore, the implied framework of judgments of […] propriety is a 
moral community among independent equal persons. Judgments of [propriety] 
involve an implicit inter-subjectivity, a projection into the standpoints of 
independent individuals that is disciplined by a standard of one among equals,   
as ‘one of the multitude, in no respect better than any other in it (TMS, 137)’. 

 
20 See also TMS, 109-110, 228, and 129. 
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not enter into that self-love by which he prefers himself so much to this 
other” (TMS, 83). Again: 

 
What chiefly enrages us against the man who injures or insults us,  
is the little account which he seems to make of us, the unreasonable 
preference which he gives to himself above us, and that absurd   
self-love, by which he seems to imagine, that other people may be 
sacrificed at any time, to his conveniency or his humour (TMS, 96). 
 
The point of the passage is to explain why even small acts of 

injustice seem to deserve punishment, and the argument is that even 
where the material harm done is slight, an act of injustice suggests that 
the victim is somehow less worthy than the agent, and thereby 
constitutes an important symbolic harm. The anger that boils out of the 
passage indeed captures wonderfully how we feel (one suspects: how 
Smith himself often felt) when another person seems to imagine that we 
“may be sacrificed at any time, to his conveniency or his humour”, how 
bitterly we resent such a symbolic degradation below the equal worth 
that we think we share with all other human beings. 

For Smith as for Kant, then, regarding all human beings as equal is 
essential to morality.21 It is especially important to the virtue of justice, 
but Smith makes clear that it is relevant also to other virtues: by telling 

                                                 
21 One can bring Smith yet closer to Kant. “A moral being is an accountable being” says 
Smith (TMS, III.1—a passage left out of the 6th edition, see editors’ note p. 111.  
Darwall emphasizes this passage in both of his essays: “Sympathetic liberalism” 1999, 
and “Equal dignity” 2004). Accountability or responsibility is for Smith, as for Kant, at 
the heart of his moral theory. Smith says, as had the Christian natural law tradition 
before him, that fundamentally we are accountable to God, but he also says that “in the 
order of time” we are accountable first and foremost to our fellow human beings.   
And he says that “accountable” means one “must give an account of [one’s] actions to 
some other”, and therefore “regulate” one’s actions in accordance with that other’s 
“good-liking”. Aside from the reference to “liking” this is all extremely Kantian. 
“Account” is one of several philosophical descendants of Plato’s word logos; “reason” 
is another. So to say one must give an “account” of one’s actions is really to say that 
one must give a reason for them. To act morally is to be able to explain one’s actions to 
another reasonable being. To act morally, then, is to act in a way of which reason can 
approve. 

Smith does suggest at one point that taking up the impartial spectator position is 
equivalent to acting on reason. “It is reason, principle, conscience” he says, that 
informs us of “the real littleness of ourselves”, and he goes to equate “reason, 
principle, [and] conscience”, with “the inhabitant of the breast, the man within, the 
great judge and arbiter of our conduct” (TMS, 137). This reason, moreover, much like 
Kant’s, rises above and can strike down all our emotions: it is capable of “astonishing 
the most presumptuous of our passions”. This reason is also impartial, and it reveals, 
as noted, human equality. So it is very like Kant’s reason, so much so that one may 
wonder whether Smith is really being entirely faithful to his moral sentimentalist 
commitments. 
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us “that we are but one of the multitude” the impartial spectator shows 
us “the propriety of generosity” as well as “the deformity of injustice” 
(TMS, 137). If the achievement of impartial spectatorhood just is the 
achievement of a position from which all human beings appear as equal, 
then all virtues implicitly depend on a recognition of human equality. 

Moreover, Smith makes clear that the equality we recognize from the 
impartial spectator position is not just an equality between ourselves 
and our immediate neighbours. The passage that tells us how important 
it is to learn that “we are but one of the multitude” begins by noting that 
“a man of humanity in Europe” would be little troubled if all of China 
were swallowed up by an earthquake, but would never actively sacrifice 
so many human lives, no matter how distant from his own society, for a 
paltry interest of his own (TMS, 137).22 “Reason, principle, conscience” 
informs us that each of these hundreds of millions of people is just as 
important as we ourselves are, that none of them can be sacrificed to 
our interests. But that is to say that none of the people in China, who for 
a Scot were as remote as anyone could possibly be, can be sacrificed to 
our interests, that each of them is equal to ourselves.23 

Now can we use this recognition of human equality to extend 
Smithian ethics beyond local societies, and to criticize our own society 
when it is bigoted or otherwise morally corrupt? I am not sure. How are 
we supposed to tell whether our society is bigoted or not? Of course, 
there are many cases where it is clear that people in our society treat 
members of other cultures with no humane concern at all—as in the 
case of African slavery, or the treatment of indigenous people in         
the Americas, both of which Smith condemned indignantly (see TMS, 
206-207; and WN, 448)—but in other cases, as when Christians have set 
out to convert supposedly barbaric natives or urged Jews to give up 
what they consider absurd practices, bigotry may hide itself under a 
sincere profession of benevolence. If the impartial spectator develops 

                                                 
22 Note also the choice of language here: Smith says that this man would not sleep 
tonight if he was to lose his finger tomorrow, but would “snore with the most 
profound security” if “a hundred millions of his brethren” were destroyed; since the 
examples are meant to be equivalent ones, it is clear that we are supposed to think of 
the people in China as our “brethren”. 
23 Perhaps it is no accident that the passage ends with language that will be echoed 
when Smith comes to talk of “universal benevolence”. Propriety calls on us to “resign 
[…] the greatest interests of our own, for the yet greater interests of others”, he says 
here; in TMS, VI. ii, he will tell us that the “wise and virtuous man” is always willing to 
sacrifice his private interest to the public interest of his neighbourhood and state, and 
that he should be willing to sacrifice “all those inferior interests” to “the interest of 
that great society of all sensible and intelligent beings”. 
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within us as Smith says it does, taking over the standards of our society 
even as it corrects the application of those standards for passion and 
partiality, then it is not obvious how we would ever be alerted to these 
kinds of hidden bigotry. 

It is no more obvious how we would be alerted to other kinds of 
moral corruption, such as the sort that led, in Smith’s view, to the 
acceptability of infanticide in the Greek world. Simply knowing that all 
human beings are equal will not do. The Greeks, after all, presumably 
believed that any child could be exposed. They were willing to extend 
their practice of infanticide equally to all human beings. Knowing that 
human beings are all equal is therefore not enough: we need also to 
know what sort of treatment befits these equal beings. And for that, 
Smith will presumably tell us to ask what sort of treatment we expect to 
be approved by the impartial spectator. But if the impartial spectator, 
again, operates on the fundamental standards upheld in the society 
around it, we can hardly expect it to judge those standards themselves 
as improper. So the impartial spectator is unlikely to tell us, since it is 
unlikely to be aware, that a kind of treatment prescribed for all human 
beings in our society, should be condemned. 

 
REFLECTIONS ON THIS TENSION 
Let me conclude by laying out four different ways one might handle the 
tension between the culturally relativist and the universalist strain in 
Smith’s thought. 

First, one could simply regard Smith’s relativist leanings and his 
universalist ones as evidence of a deep contradiction at the foundations 
of his moral philosophy, and dismiss him and his philosophy on that 
basis. The indifference with which Smith’s moral thought has often  
been met is probably due in good part to an impression that unresolved 
tensions plague his views at their root and that it is therefore 
unprofitable to think with Smith on ethics today in the way one might 
think with Aristotle or Hume or Kant or Mill. To which those of us who 
do want to think with Smith might respond that there is too much moral 
wisdom in Smith to give up on him so easily, but also that the tension in 
Smith between relativism and universalism is not just a matter of his 
having made some elementary mistake, that there are good reasons  
why Smith faces this tension and that it is one we continue to face 
ourselves. Unlike most philosophers, in his time or since, Smith is 
concerned in TMS to give a thorough account both of the fundamental 
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principles that ought properly to guide moral judgment and of the way 
we in fact learn to make moral judgments from our parents, teachers, 
and peers.24 The more realistic one’s account of moral development, 
however, the more one is faced with the fact that different societies lead 
people to differ, and differ irreconcilably, on the very standards for 
moral judgment. The more persuasive one’s account of how people 
ought to judge, on the other hand, the more likely one will have to 
dismiss some societies as not properly having a practice of moral 
judgment at all. Hence the discomfiting fact, which no-one has yet 
figured out how to handle, that anthropologists for the past 75 years or 
so have widely taken for granted that any sensible person must be a 
moral relativist, while philosophers in the same period have been 
equally united in the belief that moral relativism is incoherent, upheld in 
any strong form only by idiots. 

Which brings us to the second way we might handle the 
relativist/universalist tension in Smith: we might note that Smith, unlike 
most philosophers before him or since, recognizes the pull of both     
the anthropological and the philosophical approaches to morality, and 
applaud him for doing that, even if he did not figure out a satisfactory 
way to bring the two approaches together. The two approaches should 
be able to come together, after all: it is a problem for philosophers if 
what they say ought to guide most people’s conduct in fact does not do 
so in most or all societies, and it is a problem for anthropologists          
if most or all of the practices for guiding conduct they study cannot be 
endorsed, on reflection, by any rational person. Smith offers a theory of 
morality more likely to win the respect of anthropologists than the 
theories of most other philosophers. It may be a consequence of that 
theory that he leaves himself without an effective way of criticizing 
deeply-held norms in one’s society, or for showing why some deeply-
held norms, although taken to be moral ones, are not that. But we might 
say that this is the cost of trying to bring anthropological and 
philosophical approaches to morality together, commend Smith for the 
effort, and forgive him for failing to resolve the problem. 

This second strategy too, however, leaves us with a fairly dismissive 
attitude toward Smith. “Nice try” does not amount to high praise for a 
philosophical project, and if we do think Smith raised a problem he 
                                                 
24 Hume had done something similar, but his sociological account was sketchy, and 
depended heavily on his implausible “contagion” theory of how passions pass from 
one person to another (see A treatise of human nature, 317, 576; criticized by Smith   
at TMS, 11-12). 
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could not solve, no matter how much of an excuse for that we may find 
in the motivations for his project, we will not be much inclined to think 
along with him as we do ethics ourselves. So we might want a third 
approach to the tension I have pointed to in Smith. One obvious one is 
to take up either Smith’s relativism or his universalism and leave the 
other aspect of his theory behind. If we do the former, we are likely to 
see Smith, with Tom D. Campbell,25 as a sociologist of morals rather 
than a philosopher. If we do the latter, we can see Smith in the Kantian 
light that I and Darwall have urged. But both again risk relegating TMS 
to the past of moral philosophy rather than keeping it alive. For if Smith 
merely anticipates modern social scientific approaches to morality, then 
surely we want to turn from him to more recent sociological work, with 
better and more recent data, and a more sophisticated methodology. 
And if Smith merely anticipates Kant, then we might as well just turn to 
Kant himself. 

Neither Darwall nor I has ever meant to say that Smith merely 

anticipates Kant, however. Those of us who see Kantian elements in 
Smith26 usually find this connection exciting because we also find 
something in Smith that Kant lacks: a rich and realistic account of      
the moral emotions, above all, and of how they develop in society.       
We think—I, at any rate, do—that Smith could provide us with an 
account, which Kant himself does not give us, of how Kantian attitudes 
might arise in the course of moral education.27 But that is to say that we 

                                                 
25 See Campbell’s (1971) Adam Smith’s science of morals. As evidence for his claim that 
Smith is giving us a scientific rather than a normative account of morals, Campbell 
endorses a fairly strong version of the relativistic reading of Smith (1971, 139-145). 
26 There are by now several: see for instance Knud Haakonssen’s (1996) Natural        
law and moral philosophy, and Leonidas Montes’s (2003) Adam Smith in context. In 
addition, several papers offered in Fricke and Schütt’s (2005) volume—especially those 
by Georg Lohmann, Carola von Villiez, and Christel Fricke—connected Smith’s 
methodology to insights either in Kant or in the modern Kantian, John Rawls. 
27 I suspect that the most promising direction for a solution to the problem I have 
stressed in this paper is to develop an account of how the development of the 
impartial spectator within us, in actual practice, implicitly brings with it richer 
opportunities for correcting the moral standards of our society than Smith himself 
allows. Moral education in every society, it may turn out, normally or even inevitably 
leads us to develop a judge within ourselves that is not just “candid”, well-informed 
and disinterested, but that has at least an implicit understanding of and commitment 
to a truly dialectical interrogation of anything held up to us as a moral standard, and 
to a notion of the good, however thin and abstract, against the background of which 
such standards can be examined. What Charles Griswold, at the end of his great book 
on Smith (1999, 368-376), recommends as a supplement to Smith’s moral thought—the 
revival of Socratic questioning about ethics—may then be found, implicitly, within 
Smith’s thought itself. To determine whether this is so, however, a detailed account of 
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are drawn by precisely the sociological aspects of Smith that raise the 
spectre of relativism. We cannot so easily render the tension in Smith 
harmless by taking the Kantian part we like and discarding the 
sociological remainder.28 

I recommend, therefore, a fourth approach to the tension between 
relativism and universalism in Smith, and that is to use Smith to       
help find a resolution to that tension in our own moral thought. The 
split between the way philosophers view morality and the way 
anthropologists do is an important and disturbing one. There are both 
analytic and normative reasons for expecting the norms that ought to 
govern conduct to bear some fairly close relationship to the norms    
that actually govern conduct, for most people in most societies.             
A philosophical theory of morality that writes off most people, in most 
societies, as moral idiots is not only condescending but implausible.      
A social scientific view that makes moral norms out to be something no 
rational, reflective person could endorse is equally implausible—indeed, 
for similar reasons. So we ought to want to bring the philosopher’s and 
the anthropologist’s views of morality closer together and Smith may be 
a good source for helping us do that. 

This fourth approach to Smith also has its dangers, however. I have 
proposed elsewhere that we can describe Smith as believing that a 
general sketch or outline of good conduct, and of the good human life, 
holds across all societies but that such general picture allows for details, 
and types of shading, to be filled in differently by different societies.29 
That is one way of bringing the relativist and the universalist strands in 
Smith together, but I am not convinced it is adequate. It is quite vague, 
for one thing—what is to count as part of the general outline, and what 
as mere shading or detail? Notoriously, societies differ on the 
importance of certain broad features of human life: the emphasis on 
sexuality vis-à-vis spiritual devotion in modern, Western societies is 

                                                                                                                                               
exactly how such Socratic tendencies might be implicit in actual moral education needs 
to be elaborated. 
28 Darwall may be less vulnerable to this charge than I am (in this, however, most of the 
others who connect Kant and Smith, mentioned above in note 26, are in the same boat 
with me). The second-person perspective Darwall finds in Smith but not in Kant, the 
recognition that claims of justice, at least, need to be made from a position              
that recognizes the other person as having an independent point-of-view, can be 
understood as an a priori, and certainly a universal, condition of doing ethics. Smith’s 
own account assumes that the ability to recognize the other as occupying a separate 
perspective, and to try to project oneself into that perspective, is a precondition for all 
ethical systems. 
29 See Fleischacker 1999, 144-151; and 2003, Part II, chapter one. 
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almost exactly the opposite of what it is in traditional Muslim, Jewish, 
Christian, or Hindu communities, for instance. Is this a matter of detail 
or a difference in general outline? I do not know how to settle that 
question. There may be a problem in principle about drawing such         
a distinction. On Smith’s own view, general rules about conduct, and 
general notions of happiness, are drawn out of judgments in specific 
cases (TMS, 159-160). So the outline/detail distinction may not 
withstand much pressure. Moreover, the outline/detail distinction might 
reconcile Smith’s universalism with his cultural pluralism, but it does 
little to help overcome his implicit relativism. The problem that gives 
rise to the ambivalent attraction many of us have to Smith is that the 
impartial spectator is both underwritten by a basic respect for all other 
human beings and shaped by the attitudes of a specific, local society.  
No amount of talk about details and shading will help overcome the 
relativity of the spectator to the attitudes that prevail in the society 
around it. And that relativity can undermine even Smith’s pluralism: 
most of the people in many societies vigorously condemn cultural 
pluralism, vigorously uphold their own way of living as the only right 
way, and in those societies the impartial spectator will presumably take 
over that attitude as normative. 

So Smith is unlikely to offer us any straightforward meta-ethical 
reconciliation between relativism and absolutism, and his promising 
hints about how, in ethics proper, to bring together pluralism and 
universalism, are undermined, to some degree, by his meta-ethical 
dilemma. But the problems he faces in these regards are our problems 
too, and thinking with Smith may help nudge us toward a solution to 
them, even if that solution is not explicitly to be found in Smith’s own 
work. 
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The economic entomologist:  
an interview with Alan Kirman 
 

ALAN P. KIRMAN (London, 1939) is professor emeritus at l’Université 
d’Aix-Marseille III and researcher at GREQAM (Groupe de Recherche     
en Économie Quantitative d’Aix-Marseille). He has published over           
a hundred academic articles and edited and authored many books 
including noted monographs on general equilibrium analysis 
(Hildenbrand and Kirman 1976; 1988) and most recently Complex 
economics: individual and collective rationality (Kirman 2011, reviewed 
in this issue of EJPE).  

Professor Kirman’s work touches on many issues of interest to 
economic methodologists and so we were delighted to have the 
opportunity to interview him when he visited the Erasmus Institute for 
Philosophy and Economics (EIPE) in late November 2010 to present a 
paper on the state of macroeconomics. 

In this interview Professor Kirman discusses his understanding of 
the relationship between individual behaviour and aggregate patterns, 
why it is essential to consider the interactions between agents, and what 
the study of ant’s behaviour can teach us about collective human 
actions. He explains the core concepts of his ‘interactionist’ approach, 
including microfoundations, rationality and emergence, and reflects    
on the potential of agent-based modelling, the limitations of game 
theory, the possibility of aggregate-level analysis, and the relevance of 
behavioural studies. The interview also ranges more widely, discussing 
the different goals of economics (for instance, explaining, predicting, 
and controlling), the role of mathematics in modern economics, and the 
state of macroeconomics. 
 
 
 
 
 
 



ALAN KIRMAN / INTERVIEW 

ERASMUS JOURNAL FOR PHILOSOPHY AND ECONOMICS 43 

EJPE: What brought you to economics in the first place and how would 
you describe your research in the early years of your career?  
 

ALAN KIRMAN: Well, my story is a bit weird because I started out after 
my first degree at Oxford as a school geography teacher. But I found 
myself asking: “Do I want to do this for the rest of my life?” I went to 
some evening classes in economics organized by the Workers 
Educational Association, and I thought: “Oh, that is really interesting. 
Maybe I should try and do something with this.”  

I first did a one year diploma (part of it on international economics) 
at the Johns Hopkins School of Advanced International Studies in 
Bologna (Italy). One of the people who were teaching there, Ira Scott, 
gave me a recommendation to do a PhD in Minnesota, so I took off to 
Minnesota the year after. There, it was very cold and extremely 
mathematical. But I had done no math before, so my advisor Hugo 
Sonnenschein told me I had to do a degree in math as well.  

By spring, I thought that this was not what I came there to do. For 
me, economics was about unemployment and inflation and so on, and 
yet here I was struggling with fixed point theorems and all that stuff.     
I said to Hugo: “Look, why couldn’t I do these other things?” He said: 
“No, no, that is macroeonomics, and macroeonomics is about wisdom. 
Microeconomics is about analysis, and young people should do micro”.  

Anyway, I got a fellowship to go to Princeton, where I thought I was 
going to do more real economics. Once there I looked around at the 
people who were teaching and by far the most interesting and inspiring 
teacher was Harold W. Kuhn, who was—unfortunately for me—a 
professor of mathematics and also a professor of economics! So             
I did my thesis with him, applying non-cooperative game theory to 
international trade. 

Afterwards I moved into general equilibrium. I worked on a lot of 
other things too in my early years, because, you know, general 
equilibrium is not very inspiring. I mean, it is a great intellectual game, 
but it is so mathematical. So I worked on fairness, social choice, a bit on 
international trade—lots of different things, nothing very deep, and that 
is how I started out. 

 
Can you give us a short ‘insider’ story of the growing dissatisfaction 

with the general equilibrium project—the role of the Sonnenschein-

Mantel-Debreu results for instance? 
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The results of Sonnenschein (1972), Mantel (1974), and Debreu (1974) 
had a major impact. In his book Market demand, Werner Hildenbrand 
(1994) said that he used to work under the assumption that the 
microeconomic foundation would give us predictions at the aggregate 
level, but these results overturned that.  

We learned that more or less anything goes in terms of what we can 
observe at the aggregate level. For example, how can you possibly do 
comparative statics in macroeconomics if you have several equilibria 
―which equilibrium do you start with and which one do you go to?  
That is one problem. Also, if you have no idea whether economies 
starting out of equilibrium will actually go to equilibrium, why would 
you be so interested in equilibrium? Michio Morishima (1984) said that 
such a concept would be of purely intellectual interest. 

So these are the sorts of things that made people uneasy about the 
very restrictive conditions we typically impose on individuals. When  
you learn that even with those conditions you are not going to get   
much structure in the aggregate, you start to say to yourself that maybe 
this project has some sort of fundamental weakness. A lot of 
microeconomists said that this was not very good, but macroeconomists 
did not take that message on board at all. They simply said that we    
will just have to simplify things until we get to a situation where we do 
have uniqueness and stability. And then of course we arrive at the 
famous representative individual.  

Hildenbrand took a radical stand and said that we should forget 
about all this individual optimization and just look at distributions of 
how people behave and see if we can extract rules about the economy. 
That went over like a lead balloon! He gave talks at Berkeley and 
everywhere and people were just extremely hostile. So his approach 
never took off and yet I think it is a very positive way of doing things.  

 
Your recent book is called Complex economics (Kirman 2011). Many 

economists in the last twenty years or so have endorsed similar labels. 

What does ‘complexity’ amount to? How did you shift from general 

equilibrium to this other project? 
 

The Journal of Mathematical Economics was first published in 1974. 
Hans Föllmer—a mathematician in Bonn at the time, later in Zurich, and 
now in Berlin—had a paper in the first issue of this journal which was 
called “Random economies with many interacting agents” (Föllmer 
1974). He showed there that if you have lots of people who have their 
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regular preferences and so forth, but those preferences are influenced 
by their neighbours—like particles in the Ising model from physics—
that could destroy the underlying notion of a unique equilibrium or, put 
alternatively, that you could not say much about the aggregate once you 
had this interaction.  

I started to think about interaction models and talked to Hans about 
that but I was not imaginative enough. Then I met a mathematician from 
Warwick called David Rand and we had a long discussion about whether 
we could think of demand differently, with each individual’s demand 
being influenced by the demands of his “neighbours”.  

I think this was when I started to think of systems where you have 
these really quite primitive individuals interacting. That is what came to 
underlie my view of complexity: lots of rather simple individuals who by 
their interactions generate phenomena at the aggregate level that do not 
coincide with what you see at the lower level. In economics typically, we 
make a short-cut: we just assume that what is going on up there looks 
like what is going on down here. 

 
The term ‘microfoundations’ is highly popular in economics. Would 

you say that your own approach is critical of the quest for 

microfoundations or that it is only critical of the specific 

‘microfoundations’ in vogue in economics? 
 

It depends on what precisely you mean by microfoundations; do you 
mean by that that I want to reduce the economy in some sense to 
looking at some sort of ‘typical or representative individual’, so that 
once I understand how that one individual works, then I understand 
how the economy works? Well, that I am critical of (see Kirman 1992).    
I am also critical of the particular microfoundations that we use. Why 
should we focus so closely on these axioms of rationality which we have 

imposed? Those are the two aspects I would be critical of.  
This does not mean that you should not be interested in what 

individuals are doing—after all, that is what agent-based modelling is 
about. You can also be interested in how individual behaviour affects 
the working of the economy but you should not have a simple, add-up, 
clockwork idea of this transition.  

Somewhere in my new book (Kirman 2011, 19) there is a quote from 
two neurologists, Churchland and Sejnowski (1992, 4). They say that 
aggregation in neuroscience is much more complicated than simply 
summing up the properties of neurons. This should not stop you from 



ALAN KIRMAN / INTERVIEW 

VOLUME 4, ISSUE 2, AUTUMN 2011 46 

being interested in what is happening at the neuronal level but, if you 
want to understand people’s attitudes and what they think, you are not 
going to stick to examining neurons, right? You will be interested to 
know what happens to the network of neurons—how they combine and 
which ones get fired when you are in certain moods and so forth. 

 
You reject the standard rationality assumptions in economics. What 

are your reasons for doing so? What are the substitutes? 
 

Those axioms—and you can find a whole series of people from Pareto 
onwards who make the same argument—come from economists’ 
introspection and what they think is necessary for their work, not    
from observation of what people are doing.  

Some of these axioms seem natural, at least at first sight. For 
example, transitivity seems a natural idea—if you prefer A to B and       
B to C, you also prefer A to C. But if you look carefully at how 
economists define the things over which you are making choices, you 
could never observe whether or not an individual is making transitive 
choices.  

My main problem is that none of these axioms is taken by observing 
lots and lots of people. In other disciplines, that is what you do. You 
look and then you try to develop a model which might explain what    
you observe. In economics, we started out by doing the formalization 
and building models which were internally consistent but often far 
removed from reality. To construct models which we could analyse 
formally, we needed to make some formal assumptions. As I said, many 
scholars starting with Pareto basically made the same remark: these 
assumptions are somehow not natural, they are not about what people 
do, they are more about what we need in order to pursue our analysis. 
So that is my real objection.  

What do you replace that with? Do you just say that people just 
make arbitrary random choices? Well of course not. The argument          
I would make would be that, in some sense, people see directions in 
which they think their welfare improves, and they try to move in those 
directions. A simple way to model this is to give simple rules to agents 
that you find plausible and then look at how that works. In such a 
model, people are not irrational, but rationality must have a much more 
open definition. 
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You display some sympathy with the project in behavioural 

economics to supply psychologically-refined assumptions regarding 

economic agents. At the same time, you assert that we have much to 

learn from studies of ants, bees, and other social animals which can 

be modelled as acting based on simple behavioural rules. Are these 

two lines of inquiry—refining the psychology of our modelled agents 

and looking for simple behavioural rules—not in tension? 
 

The distinction is really the following. Say that I observe people 
behaving in certain ways and that together they are generating some 
aggregate pattern. I say to myself: “Can I think of this phenomenon in 
terms of the rules people are following without worrying about their 
intentions for the moment?” That is like the ants phenomena, in the 
sense that the ants are interacting in very simple ways.  

Now you might say that you are interested in why they act like that. 
Why are they following these rules? One can say that evolution has led 
them to select the rules that they follow. This is what is often said  
about ants. Yet Deborah Gordon, a famous entomologist has collected a 
mass of evidence (see Gordon 2010) to show that quite often ants are 
individually inefficient and fail to do what they are trying to do. 
Although they achieve a lot, they do not seem to be behaving optimally 
in any standard sense. I think economists have bought in too easily to 
the unsophisticated evolutionary arguments. Her advice to people who 
argue for optimal behaviour is “spend time watching ants”. The same 
advice could be given to economists, “watch economic agents!” Thus, 
when we are looking at human beings we probably want to know much 
more than that they seem to follow, in general, simple rules and we 
want to look at the psychological side of things. That is why I have been 
interested in neuroeconomics and published a couple of articles on that 
(e.g., Oullier et al. 2008; Kirman and Teschl 2010).  

So I do not think there is a contradiction. When we are interested in 
humans we are not only interested in knowing which rules they follow 
but also why they follow these particular rules and why they often seem 
to behave non-rationally. This would be my distinction. 

 
You have made many contributions to the difficult question of how to 

connect macro-patterns to the behaviour of agents. What are the main 

results regarding this question? For instance, can you tell us about 

your fascinating work on fish markets? 
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There are two important results on the relation between the aggregate 
patterns and individual behaviour. Firstly, even if individuals are not 
‘well-behaved’ in the standard sense, the aggregate can actually have 
rather nicely orderly behaviour. Second, it is also possible that when we 
have a lot of well-behaved individuals, the aggregate seems to be much 
messier than the behaviour of the individuals.  

In considering the first possibility, that is where I go to look at real 
markets—like fish markets (Härdle and Kirman 1995; Kirman 2011, 
chapter 3)—and try to understand what is happening. The individuals in 
markets are in very complicated situations; they know a lot of 
information about all the people around them, and various things are 
happening which are not usually incorporated in our models.  

You could try and model this as a huge and complicated game. But, 
in fact, these people settle down to doing things that are really rather 
simple. For example, a lot of them become extremely loyal; they always 
buy from one seller. Once you have established that fact, then you can 
begin to see a sort of pattern emerging in the market. Some people are 
shopping around, but overall you get a rather nice negative relationship 
(which to be precise I should not call ‘demand’) between the amount     
of fish on the market and the realized prices. The simple patterns of 
individual behaviour actually generate at the aggregate level something 
which looks quite like what you might have thought of as a classical 
aggregate excess demand function, but it is certainly not derived from 
every individual having his own regular excess demand function. 
(Incidentally, there has historically been a lot of discussion in economics 
as to whether what we observe when people make purchases 
corresponds to the formal definition of demand! But that is a discussion 
for another day.) 

Considering the second possibility, if you look at financial markets 
(Kirman 2011, chapter 11), people who seem to be following rules which 
are in some sense rational can sometimes generate huge movements in 
the market, not because these people suddenly become irrational but 
because they are taking into account what other people are doing and so 
they start to follow the trend. Information cascades and these sorts of 
phenomena arise not because people are just weird. They happen 
because people interact with each other. This interaction can lead to 
mass movements which you could not have anticipated if you just 
looked at individuals in isolation.  
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So you get two things: ‘bad’, ‘irrational’, or ‘odd’ behaviour which 
somehow gets smoother, and the other way around. 

 
The term ‘collective rationality’ is in the subtitle of your recent book. 

What do you mean by it? How does it relate to our usual 

understanding of individual rationality? 
 

Well, I am not happy with ‘rationality’. One of the problems that we find 
is that people have now somehow absorbed the economist’s notion of 
rationality, so that when people say ‘rational’, they immediately have in 
mind something like what economists define as rationality. In fact, 
rationality can be thought of in many different ways.  

Rationality for me would mean something more like coherent or 
interpretable behaviour; behaviour that is not just random. So ‘collective 
rationality’ would mean that in some sense this group or society moves 
in a way that you can observe and anticipate and seems to be 
purposeful—although I do not want to insist too strongly on 
‘purposeful’ because it is not clear that the aggregate has purposes.      
In this sense, ‘collective rationality’ could well be applied to a physical 
system, where there is clearly no intention involved. Take a system 
made of physical particles (see Kirman 2011, chapter 6; and Vinković 
and Kirman 2006). The system’s basic tendency is to minimize its total 
energy. One might want to say that the system tries to reduce its energy, 
but it is not intentional. The system does not have an intention but you 
can still observe it minimizing its energy and that is something that is 
well defined. In the end, what I am after is perhaps more a sort of 
collective coherence rather than rationality. 
 
Some might conclude from a discovery of ‘collective rationality’ that  

it is acceptable to simply use techniques that concern themselves with 

analysing the aggregate level only. Since connecting the behaviour   

of individuals to macro-patterns is so difficult, such an approach is 

certainly analytically appealing. What would you say of such an 

alternative?  
 

Actually, this alternative is in the spirit of the old macroeconomics 
where we used to have relationships between aggregate variables, and 
then you have things like Goodwin’s business cycles (Goodwin 1951). 

It is not an illegitimate activity to think in terms of aggregates. You 
do not necessarily have to be interested in explaining aggregate 
relationships in terms of individuals. Central bankers actually often look 
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at rather simple aggregate relationships without worrying about what   
it was that motivated people; and they do not even try to derive the 
aggregate relationships from underlying models. For many purposes 
(particularly policy purposes), focusing on simple aggregate 
relationships may even be better than worrying much about all           
the mechanics of the economy. You may also be interested in the 
mechanics, but for certain purposes it may be perfectly legitimate to 
want relationships between aggregate variables. To use a familiar 
metaphor, you do not have to understand the mechanics of a watch to 
be able to understand the regular movements of its hands. 
 
You often use the term ‘emergence’ in your own work. What              

do you mean by it? Among the many interpretations of emergence    

in philosophy (see O’Connor and Wong 2009), at least one, the 

irreducible-pattern interpretation, seems to imply that one would    

not be able to analyse some aggregate-level, emergent properties in 

terms of the interactions of units at a lower level (e.g., individuals). 

But your strategy seems to be exactly that. Why should we expect the 

study of individual-level interactions to be a fruitful way to analyse 

aggregate-level properties if the latter are deemed emergent? 
 

I am not a philosopher, so I do not know much about these things, but if 
you look back, people who were at the interface—J. S. Mill, and people 
after him—were interested in exactly this distinction between what is 
happening at the different levels. My primitive, non-philosophical, 
feeling is that it is not a distinction between looking at the individuals 
and then looking at the interactions between them. What generates the 
difference at the aggregate level is that individuals are interacting with 
each other. So I cannot take that individual, examine him (the way he 
behaves and his decisions), and conclude from that what the crowd will 
do. I cannot because I am eliminating the essential part which is the 
interaction. I would say it is the individual characteristics plus their 
interaction which generate the activity up here, which has different 
characteristics from the specific individuals. It is the fact that one 
cannot derive the aggregate property from adding up the behaviour     
of individuals that makes aggregate phenomena ‘irreducible’, I think. 
 
One main argument—if not the main argument—in your recent book 

is that “direct interaction between agents plays a crucial role in 

determining aggregate outcomes” (Kirman 2011, 35). What is so 
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“crucial” about it? Is it that direct interaction is more “crucial” than 

other elements—e.g., the behavioural rules of the agents themselves? 
 

Well, when you come to economics, at the start you are told it is about 
the distribution of scarce resources amongst competing needs, or 
whatever—they give you a definition. And you say, well how is this 
achieved? Well, we are told, this is achieved by people trading with each 
other and collectively that leads to outcomes that have certain 
properties. But then you say to yourself: “trading with each other, how is 
that organized?” And they say: “Well, it is through a market. There      
are some prices which are given and then everybody uses those prices”. 
Yes, but who trades with whom?  

In the standard model, the part where people meet each other, trade, 
and so forth—in which things happen—is just missing. As soon as you 
start to think about it, you realize that, if people are interacting with 
each other in markets, what one person is doing will influence others. 
For instance, when I meet someone and he tells me that he is buying an 
asset, that would probably influence what I think of its prospects.  

All this interaction seems to me important, and yet that is something 
that we just push under the rug in the standard set-up. There are very 
few markets where the actual mechanism of dealing—the actual 
influence of one person on another—is not important. If you want to 
understand economic activity you cannot lay aside the fact that it has  
to happen between trading partners. 
 
You seem to be saying that it is crucial for us to look at interactions 

because they are usually missing from our usual story of how 

economies work. There would be another interpretation of “crucial” 

which would be something like the following. One starts with           

the proposition that aggregate outcomes are determined by the 

properties of individuals—i.e., the rules they follow—and by             

the structure of their interactions. The structure of interactions would 

be “crucial” in the sense that the aggregate outcome will be more 

sensitive to changes in the structure of interactions than to changes  

in behavioural rules; changing the interactions a bit modifies the 

aggregate outcome, while this outcome stays the same for a broad 

spectrum of behavioural rules. Would you also subscribe to this 

interpretation of “crucial”? 
 

I think crucial has both these meanings. What we know is that, if you 
change the rules of the market a little bit, you can actually make a big 
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change in the result. Let me give you a very simple example. Take a 
market for a financial asset which is organized as an order book. You 
put in your orders and orders are cleared as they meet their 
counterpart, i.e., as the price asked is lower than some bid.  

One rule governs for how long those orders stay on the book.        
Do they stay on there just for a day and then get wiped out? Do you 
leave them on there for three weeks? Do you leave them on there until 
the people who placed the orders take them off? Here is a simple 
organizational rule which does not have anything to do with the 
intentions of the people who are putting these orders on there, but 
which changes the actual prices a lot. Changing in apparently minor 
ways the rules of the organization can actually change what happens in 
quite a major way. So what you allow people to do with each other, 
rather than the particular behavioural rules that they are following can 
actually turn out to be very important. 
 
The typical way of modelling interactions between agents in 

economics would be to use game theory. But you express some 

dissatisfaction with game theory. Is not game theory more flexible 

than you depict it? Do your criticisms apply as well to evolutionary 

game theory for instance? 
 

If you read Binmore’s Essays on the foundations of game theory (1990) 
you will find a section where he says that, unfortunately, we get into a 
kind of impasse. We get this infinite regress linked to the common 
knowledge problem. For example, I drive frequently from Aix to 
Marseille. You have the autoroute and parallel to it is the route 
nationale. Say there is, one day, congestion on the autoroute and nobody 
on the nationale. I think: “Tomorrow I will take the nationale. But, wait   
a minute, these other drivers are intelligent too, so they will take the 
nationale tomorrow, I would do better to stay over here. But, wait a 
minute, these drivers are pretty intelligent so they can make that step 
too…” It is actually not logically possible to reason to the solution of 
these kinds of problems that people are supposed to be solving in game 
theory.  

You can surely define an equilibrium, and say that if we were there 
nobody would want to move. But then you get to the problem of how we 
get to this equilibrium—the exact same problem that we have with 
general equilibrium. 
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One way out is evolutionary game theory, which does not have 
people reasoning. You simply identify individuals with strategies, and 
strategies that do better reproduce more, while strategies that are doing 
worse disappear. That is extremely mechanical; it drops any reasoning 
on the part of individuals and, as I said earlier, it relies on too simplistic 
an interpretation of evolution. 

For certain specific, local problems, game theory is a very nice way 
of thinking about how people might try to solve them, but as soon as 
you are dealing with a general problem like an economy or a market,      
I think it is difficult to believe that there is full strategic interaction 
going on. It is just asking too much of people. Game theory imposes a 
huge amount of abstract reasoning on the part of people—far more than 
in standard economics where you only need to know the prices and your 
own preferences.  

That is why I think game theory, as an approach to large scale 
interaction, is probably not the right way to go. But I still think that a 
really important insight comes out of game theory: as soon as people 
start to worry about the fact that what they do has an impact on what 
other people do (and they start to think about it), that makes life very 
different.  
 

You favour agent-based modelling as an alternative method to study 

agents’ interactions. Can you sketch the characteristics of this 

method? 
 

There are two possible approaches to agent-based modelling. The first 
approach is to start with a very simple, rudimentary model that can be 
solved analytically. Then you generalize it and simulate this more 
general model. We know the analytical results in the simple model and 
the question is whether these results continue to hold in the less 
restrictive model. You find such an approach in the chapter on fish 
markets in my new book (Kirman 2011, chapter 3). In the simple model 
with two sellers and many more restrictive assumptions, we worked out 
analytically whether people increase the probability of going to the 
seller from whom they made the most profit in the past. Then we ask 
what would happen if we tried to generalize the model. Since the results 
can no longer be derived analytically, we simulated what happens.  
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The alternative approach—the artificial life approach—gives people 
pretty much arbitrary rules to start with, and lets them choose different 
rules as they go along, and then you see if anything emerges from that. 
That was the Santa Fe stock market approach (e.g., Arthur et al. 1997): 
throw these individuals into the pot and then you look at the soup and 
see if anything has happened.  

An objection to this second approach is that you have so much 
freedom. You can choose completely arbitrarily the very basic rules that 
you give people to start with. David Colander at some point raised this 
objection. He said that, if you are reasonably clever, you can just give 
the right rules to get anything you want to come out.  

So a legitimate objection to a lot of agent-based modelling nowadays 
is that the specification is often not justified; one just puts down rules 
which seem intuitive.  
 

So for you it is essential to have some sort of empirical justification? 
 

I am not asking for extremely tight justifications—either empirical or 
theoretical—but you need some. It seems to be reasonable to assume 
that people stick to rules which seemed to have worked well in the past. 
If you start to put in more specific rules in your model, I would want 
some empirical justification, ideally. And again, I would come back to 
the same idea: watch economic agents.  

For instance, when the Soviet Union collapsed, all these kiosks 
sprang up in Moscow around the metro stations. You had all these 
people who started trading for the first time. We went to this new 
market and collected data over three months about the prices they 
charged and we asked them: “How did you choose the rule you use? 
How did you decide how to change the price?” The answers were very 
interesting. Some sellers would say: “Well, I look at the going price in 
Moscow”. Others said: “I check the price I paid for the articles when I got 
them, and then I add a mark-up”, or “I try to match the average of what 
is around me”, or “I try to beat the lowest price around me”. So you had 
all these different rules and then we ran little simulations and found  
out that you could have higher prices occurring at one metro station 
compared to another, not because the income levels of this area         
was higher or lower, but just because of the way these rules interact.  
We never published that, but it was really interesting.  
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What would you say are the most important insights delivered by 

agent-based modelling in economics so far? Whose work do you 

particularly admire? 
 

Well, firstly, I do not regard myself as an agent-based modeller. I find it 
interesting and I think it is a good thing to do, but I would not define 
myself as a practitioner of that art. But let us start with people like Bob 
Axtell and Josh Epstein. In their book Growing artificial societies (Epstein 
and Axtell 1996) one finds a lovely illustration of how these methods 
can be used to explain things that we would find very difficult to explain 
with standard models. They developed what they called Sugarscape—a 
computational model inhabited by these little people who just wander 
around eating sugar. They are programmed so that they seek out where 
there is more sugar, but of course because they all end up going to, and 
consuming in, the same places, there is less sugar there, and so they 
move on. The society organizes itself and you can see cycles happen: 
more sugar grows here, they eat it and then they all move on, and later 
they come back when sugar grows there again. You get these cycles and 
patterns emerging which you could not have generated with an ordinary 
sort of model.  

So we have some nice models which develop these sorts of insights 
to do with the emergence of collective self-organization. But I do not 
think that we have seen many market models, many economic models, 
which have such a striking result. For the moment we somehow have not 
made the leap. We have a few good examples though, such as the 
Schelling models (Schelling 1978). What was Schelling’s motive? It was to 
show you that what happens at the macro level is very different from 
what happens at the individual level. So for me, that was an early 
example of agent-based modelling, and a beautiful one. As you can see 
from the beginning of my book, I am a complete admirer of Schelling.  

Leigh Tesfatsion is someone who has made an enormous effort to 
gather people together around agent-based modelling (e.g., Tesfatsion 
and Judd 2006). So she should get a lot of credit for pushing this field. 
Blake LeBaron is another—an economist at Brandeis who works on 
financial markets. He has done some very nice agent-based models       
in which he manages to reproduce phenomena which are quite difficult 
to produce with standard models for stock price series (e.g., LeBaron,   
et al. 1999). You could also regard some of the work that Buzz Brock 
and Cars Hommes did as being agent-based. Again, those are people 
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who really develop interesting models; they have theoretical 
foundations but they also use simulations.  

I am not a great fan of people who put together a model and then 
just turn the handle. Those who just say: “Now I will inspect the whole 
parameter space, to see what can happen and what does not happen”.    
I do not think this is insightful. But there are some people who really 
have a vision. To come back to emergence, they find that they have 
generated interesting emergent phenomena from simple agent-based 
models.  
 
Some scholars seem to believe that agent-based modelling offers a 

powerful tool for policy analysis. For instance, Robert Axtell says: 

“With that machine full of agents you can find out what processes 

give the empirical data on the distribution of real income and wealth. 

Then you can move them out for three years and see what happens.   

I think it’s a new way to do macroeconomics; it’s a new way to do 

policy” (interviewed in Colander, et al. 2004, 285). What kinds of 

policy questions do you believe agent-based modelling is capable      

of addressing? 
 

When I gave a talk at the Bank of England, one of the directors, Spencer 
Dale, said: “I love what you do, I really think it is interesting, but you 
know, I have to make monetary policy. What am I going to say when    
we are sitting down and dealing with day to day policy matters? It is    
so much easier with regular models because we know what we are 
supposed to say and we know what people expect us to say and we    
can talk around that. But if you want me to use what you are saying, 
then you really have to explain to me how I transit”. 

I think that we are not actually ready for that yet. Of course, my view 
is that orthodox macroeconomics is not ready for that either, it is just 
that we are used to doing it that way.  

There are some cases where you can start to see how these models 
can be used to guide policy though. I was asked by Bridget Rosewell, 
who is now the Chief Economic Advisor of the London Council in the 
UK, to help her look at what would happen if there was a pollution 
permits market. One way of doing that was to try and set up a simple 
theoretical model. But the alternative was to work out how people would 
behave in such a market; consider what strategies they might use, and 
then simulate that and see what comes out of it. With Nick Vriend,      
we found out that by changing the rules that the agents use we could 
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change the volatility of the resulting prices a lot. That was what was 
worrying the government at the time, i.e., that these prices were going to 
be too volatile. By looking at the agent-based model, we found out that 
we could reduce the volatility substantially by not allowing people to do 
certain things.  

So there are already some areas where these models are being used, 
but to say that we should move on to doing macroeconomic policy now 
on the basis of agent-based modelling is too much. There are some 
optimists like Joe Stiglitz, Mauro Gallegati, and others who are starting 
to make macroeconomic recommendations on this basis. Yet other 
people are not so convinced.  
 
What about the work of Andy Haldane of the Bank of England?        

He seems to be trying to use these sorts of techniques to try and get a 

better understanding of what “Too Big to Fail” actually means—at the 

moment it seems a bit of an empty slogan? 
 

That is exactly the sort of thing he has in mind. And you are right that 
at the moment “Too Big to Fail” is just a slogan. We hear that if this 
bank went down, the others will go down too, so we should not allow 
the first to go down. But that is not articulated in the same rigorous way 
that you would require of somebody doing mathematical economics.  

The question is, at what point does this interdependence become so 
important in the network that you cannot let one of our nodes go down? 
We can look at a banking network and consider if letting this node go 
down will take the whole system down with it. The step we have to take 
now is not only to look at the size of these nodes but to ask, what are 
the links? What are the arrangements that exist between these banks? 
What happens if one bank does actually get into trouble? Are the 
contractual arrangements such that the overseeing authority would    
see that the whole system would automatically get into trouble or are 
they such that the authority could just stay to one side? If we do not 
have the answer to that sort of question, then we do not know whether 
the trouble will propagate. So I think the next step is to really study the 
markets closely, and that is what central banks can do because they 
have the data—they know to what extent Barclays is tied up with HSBC, 
and so forth. Then, once we know more about what these links are,     
we can connect them as nodes and links. We have to study these links 
and nodes before we can say if this network is likely to collapse.  
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Summing up then, something like system resilience would be a policy 

dimension that network theory and agent-based modelling can 

contribute to. 
 

Yes, and it is the resilience of the network that matters more than the 
resilience of individual banks. We used to say, “let us put these 
restrictions on individual banks”, but if you only worry about individual 
banks, you do not know what “Too Big to Fail” means, because “Too Big 
to Fail” is really about the impact on others. It does not mean what 

happens to you, it means what happens to the others. Putting restrictions 
on individuals just means we do not want anybody to fail.  
 
Continuing with policy matters, let us return to the problem raised by 

David Colander that you mentioned earlier. He expresses some 

scepticism about the capacity of agent-based modelling to offer clear 

policy advice: “When you have models with multiple equilibria, path 

dependency, nonlinear dynamics, endogenous tastes, institutional 

restrictions, and hysteresis, there are so many degrees of freedom 

that theory presents little in the way of restrictions on policy.        

With that many degrees of freedom, a sufficiently capable modeler 

can devise a theoretical model to support any policy” (Colander 2003, 

20-21). What is your opinion about the prospects for agent-based 

policy analysis? Do you think that we can gather enough evidence    

to constrain our model specifications? 
 

In the end the people building these models should be able to see which 
of the assumptions are driving the results. In general it is not true that 
all the assumptions have equal weight. Some might be changed without 
much impact. So in the end we should start to see which assumptions 
are driving a particular result.  

Let me give you one very simple example. A lot of people have been 
trying to reproduce the exponential distributions or Pareto-type 
distributions of all sorts of phenomena, whether it be stock-market 
prices, the size of firms, city size, or whatever. This distribution appears 
all over the place; it is amazing. Now if you look carefully at what is 
going on here, it turns out to be always based on the following 
observation: if you take the case of cities, what you do is to say that 
when someone wants to move to a city, the probability to do so is 
proportional to the size of the existing city. With that rule, you 
automatically produce a Pareto distribution of city sizes. The same 
thinking is behind macro models of capital distribution. What happens 
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is that firms that have the most capital are those who will get more 
capital.  

We see these wonderful Pareto distributions all over the place, yet 
they are in fact due to a very simple underlying mechanism. I think the 
same thing will happen elsewhere. It is not true that just because there 
are so many of these things we will never see the light; we will start to 
see which assumptions are driving the results. And once we do that it 
will make our job much easier.  
 
In your recent book, one finds a lot of terms like ‘understand(ing)’ and 

‘explain(ing)’. In contrast, you seldom use terms like ‘predict(ing)’, 

‘forecast(ing)’, ‘control(ing)’, ‘intervening’ and ‘policy making’. What 

would you reply to someone who believes that economics is primarily 

in the business of predictions and policy recommendations and that, 

while your enterprise is perhaps valuable for explanatory purposes,  

it is of little use in the pursuit of these goals? 
 

My wife says the same thing to me. She says: “Whenever you talk,            
I always have the feeling of somebody who is looking at an ant nest or a 
beehive and is very interested in what is going on in there and is really 
curious about it, but is not particularly worried about making it work 
better. In some sense, you are a curious observer rather than someone 
who is actually in the business of doing something”. I think that is a 
legitimate criticism. I do not know whether that is my nature or what.     
I just find these things very interesting. I reason a little bit like an 
entomologist.  

So, on forecasting, if you believe in this sort of systems approach, 
forecasting is a very difficult exercise. Just look around now at people 
forecasting, and people have these big, very sophisticated models.     
But, when you look at the discussions about what the growth rate in the 
European Union will be, or the growth rate in the United States, say,   
you see how quickly these things are revised. From one month to the 
next, the French government says: “Well, we have come down from     
2.5 to 1.7”. Is that not a big change? It is, in fact, a very big change;        
it makes a huge difference in terms of what we had better do with the 
deficit, and so forth.  

I think we will do much better by looking at the nature of the 
evolution rather than trying to predict “this is going to happen”; trying 
to say, would this type of change that is happening lead to a more 
positive evolution or a more negative evolution? That is something we 
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can probably say something about, but saying that the growth of GDP 
will be 1.2, 2.3, or whatever, I just think we are not in that game.  

In using this stuff to actually make policy recommendations, I think 
one has to be pretty modest. In fact, I am not sure how much it is really 
about using economics and how much it is a matter of having a vision of 
the world. When Hugo Sonnenschein said to me that macroeconomics 
was about wisdom, well, I have come to believe more and more that     
he was probably right. In some sense, macroeconomics is a lot about 
experience and rather little about formal analysis. But that is just a 
personal view, and a bit of a cop-out—a way of saying: “Sorry dear boys, 
I cannot do this!”  
 
We also want to ask you about your feelings toward the use of 

mathematics in economics. Many heterodox economists argue that 

there is too much mathematics expected of economists, and that the 

profession has become obsessed with being overly formal. How do 

you think economists should use mathematics? 
 

I find it strange that we should worry about a tool, that this tool should 
somehow be a criterion for judging work or be the subject of criticism. 
Mathematics is just a way of simplifying a problem, perhaps wrongly at 
times. John Chipman did a survey of international trade theory at one 
point, which was published in Econometrica (Chipman 1965), and there 
he says that sometimes mathematics turns out to be useful because it 
enables you to frame things in a clearer way. For him, solving certain 
problems in economics without mathematics is a bit like crossing the 
Channel by swimming. It is an admirable feat and everybody applauds 
it, but it is probably not the easiest way to cross the Channel. So, in a 
sense, avoiding mathematics in principle does not seem to me to make 
any sense. But becoming obsessed with mathematics does not seem to 
make any sense either.  

In fact, I do not think the real issue has to do with mathematics and 
non-mathematics. Mathematics is just a tool, and really whatever tool 
that you can find around, well, that is fine. But somehow there is now a 
hierarchy, and mathematics is thought to be a superior thing to do. 
Recently, in our group, they refused a PhD student that I wanted them 
to take because she did not have hardcore training in mathematics.   
And she had done courses in business and so forth and wanted to work 
on behavioural finance. But they said: “This is not a serious person”. 
This in my opinion is a very poor criterion, because her making some 
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progress on this particular problem does not necessarily require her to 
be a mathematician. There are lots of people around, like Akerlof and 
Bob Shiller, who do not use very high-powered mathematics, but do have 
good insights.  

Many of my colleagues think that Schelling should not have won the 
Nobel Prize. When I ask them why, they say, “there is almost no math in 
what he does!” And it is certainly true that he does not use difficult 
mathematics. But he has difficult and really interesting ideas. Why 
should I judge him on the mathematical tools he uses?  

Years ago, I was involved in organising conferences with Christopher 
Zeeman, who was one of the founders of catastrophe theory and the 
head of the mathematics department at the University of Warwick.      
He used to organize rencontres between mathematicians and people 
from other disciplines, and we organized one between economists and 
mathematicians. We had some great mathematicians—John Milnor,  
Steve Smale, Rene Thom, and others—wonderful mathematicians. And 
on the other side, we had Gérard Debreu, Hugo Sonnenschein, Werner 
Hildenbrand, and a whole group of very distinguished mathematical 
economists. After the first two, three hours, I think it was Milnor who 
said: “We all know that you guys can do mathematics, you do not have 
to show us. Everybody does his own thing. You want to show us that 
you are good at doing certain sorts of mathematics; that is fine. But we 
are interested in the economic problems. We thought that you were 
going to tell us about economic problems and we were going to use our 
mathematical tools to help you. But all you are telling us is the 
mathematical tools that you use and how you are doing well with them. 
But that is not going to create much”. I think that was absolutely right. 
After that, the economists were rather silenced and started shifting in 
their seats uncomfortably. Debreu never said very much anyway, but     
it was clear he was very insulted, because basically he liked to think of 
himself as a mathematician.  
 
Is it possible for you to summarize your diagnosis of the state of 

macroeconomics? 
 

I would say that macroeconomic theory has gone down a blind alley in 
the sense that we have locked onto a particular model: general 
equilibrium. But it is not really general equilibrium, I mean, it is a one-
man model! In particular, it has become mathematically sophisticated 
without representing the fundamental features of the macro-economy. 
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So I would say that people like Kydland and Prescott, and so forth, 
people like that, deserve their Nobel Prizes because they changed the 
way that people do macroeconomics. But in my view it was not a 
positive change. I think we have gotten away from worrying about the 
macro-economy as a system with interdependence, and so on, and 
become obsessed with this particular vision of how it works. One 
predominant idea is that of external shocks—and in particular the idea 
that the shocks that happen to the economy should essentially be the 
technological shocks. As Joe Stiglitz said, what could we mean by a 
negative technological shock? That people forget what they could do 
before?  

So we have this idea that we have a system which is in equilibrium 
and that every now and then it gets knocked off the equilibrium by ‘a 
shock’. But shocks are part of the system! We have gone down a track 
that actually does not allow us to say much about the real, major 
movements in the macro-economy. In the end, we should be more 
interested not in the periods where the economy is running along 
relatively smoothly, but in the periods where it changes. People typically 
say: “Well, this is not a normal period, and we analyse what happens in 
normal periods, and all of this is about deviations from that”. But we 
should be studying non-normal periods, instead of normal ones, 
because that is what causes real problems. And we do not do that. 

So my vision of the state of macroeconomics is that it somehow has 
the wrong view: an equilibrium view and a stationary state view. But 
what is important and interesting about macroeconomics is precisely 
when those two things do not hold. How can you talk of equilibrium 
when we move from 5% unemployment to 10% unemployment? If you 
are in Chicago, you say “Well, those extra 5% have made the calculation 
that it was better for them to be out of work”. But look at the reality; 
that is not what happens. People do not want to be out of work. It is a 
tragedy for these individuals; it affects their identities. It upsets me a lot 
to think that people just say: “Ah, only another 5%; we handled this 
rather well”. Millions of people are out of work, and we are not worried 
about that?  

That is the major failure in macroeconomics. It does not address the 
serious problems that we face when we get out of equilibrium. And we 
are out of equilibrium most of the time.  
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That was the diagnosis, so now what treatment would you propose? 

And how do you think the profession should reform? 
 

Ah, the profession. Well, as Buzz Brock says, we should open our minds, 
but not so much that our brains fall out. I think that we should take on 
board all sorts of different approaches to macroeconomics and to 
looking at how markets function. We should start to incorporate 
empirical evidence, rather than getting obsessed with extremely limited 
models. We should try to keep thinking about all these things that 
impact on the economy and see whether we can incorporate some of 
them, and maybe drop some other ones. We should not be totally 
focused on producing a closed-form model that you can solve and then 
say that it is a representation of what we see out there. If you do not 
look out there, this model will always be detached from reality.  

That is a criticism of the profession. If you want to succeed, you 
have to publish in good journals. What the good journals publish are 
basically advances on previous work. That is absolutely reasonable, and 
it is understandable that the profession should have a lot of inertia in it. 
But it also should not be so locked in that anything that is more 
innovative cannot get into these major journals. I think, if you look at 
the American Economic Review, it is actually not really so bad, because it 
does incorporate quite a lot of behavioural economics, experimental 
economics, and so forth. But in macroeconomics, I think, it is extremely 
conservative. If you produce a model which is not in line with what was 
being done before, it is very difficult to publish.  

There was this young economist, I think he was at UCLA, who    
wrote to me when I wrote this paper called ‘Whom or what does          
the representative agent represent?’ (Kirman 1992). He said:            
“Dear professor, I really agree with what you said. I think that it            
is intellectually absolutely right. Unfortunately, I am a young 
macroeconomist who is an assistant professor. I build models based    
on a representative agent. I know how to do that, and I know how to 
publish that. And I need to get tenure. Once I have got tenure, maybe     
I will be able to turn around and start to think about the sort of models 
that do not use the representative agent, but unfortunately, what I think 
will happen is that by then I will have got into the habit of doing it.         
I will publish my articles, get a decent reputation, I will get promotion, 
and I will probably never think about this again. But anyway, thank you 
very much for the insight!” 
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That is a bit depressing! 
 

No! I thought that was extremely honest. That is just the way it is. It is 
very difficult. Curiously enough, places like the Journal of Political 
Economy allow for Schelling-type models and so on every now and then. 
So it is not true that the profession is a solid block against anything 
innovative. But there is a natural suspicion of things that cannot be 
reduced to a standard equilibrium.  

So what reforms are necessary? Well, the way that the profession 
reacts is to create new journals, right? For example, from the outset       
I was involved with the Journal of Economic Behavior and Organization, 
which was really considered a marginal, weird journal. But nowadays it 
is a very acceptable journal; it is well thought of. That is the way that 
these changes will happen. I would like to believe in pure natural 
selection, but I think that there is a lot of inertia in the profession.  

Every now and then I get invited to conferences in neurobiology. 
There people are really interested by what they are doing. Once they 
start telling you about what they are doing, you know, you just cannot 
stop them. But in discussion at economics conferences, it is usually 
about who is going to get a promotion where, who published in this or 
that journal. We should change that. 

If you go to an experimental economics conference, it is more like 
that. They are more excited about what they are doing. But if you go to a 
macroeconomics conference, all you want to do is get out! It is the price 
you have to pay. You have to be there. They are all there, listening very 
seriously to each other. 
 
So ultimately, are you optimistic or pessimistic about the profession’s 

future? 
 

Well, as Keynes might have said, ‘in the long-run’ I think that things will 
get a lot better. I think that people will realize that economics is a 
wonderful and exciting subject and they will stop treating it as an 
analytical exercise which is independent of reality. A lot of people do 
empirical work of course, but not imaginative, exciting empirical work. 
Often it is rather routine. But I have more sympathy for the individual 
who gets down and starts to analyse some data for a particular 
market—the market for wheat or something—and really looks at how it 
works, than I do for the person who builds the nth-generation DSGE 
model. I think that the first individual is trying to understand what is 
going on. The tools that he uses may not be super exciting but he adds 
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to our understanding of the economic world. That is what it is about. 
That is what I thought when I came to economics, I thought: “this is 
really about understanding how economic phenomena happen. What a 
wonderful, exciting subject”. 
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Alan Kirman’s latest book is an interesting but preliminary account of 
the developing tradition of complexity economics. The main goal of this, 
as most preliminary programmatic statements, is to motivate itself in 
opposition to existing programmes. In this case the target of critique    
is mainstream economic theory for its failure to address central 
economic problems, notably the ongoing financial crisis.1 Those familiar 
with Kirman’s work will recognize this as a continuation of the theme: 
“the economic crisis is a crisis for economic theory” (Kirman 2010). The 
focus of the critique is the individualistic assumptions of mainstream 
economic theory, which abstract away direct economic interactions. As 
an alternative, Kirman offers a socialized view of economics which 
grounds economic organization in social interaction. This leads to the 
rather radical message that organization and not efficiency should       
be the key concern of economics.  

Providing a fair assessment of this line of argument from a 
philosophical perspective is difficult for a number of reasons. First,       
it is primarily a book by an economist for fellow economists. It is a 
critique of mainstream modelling and an alternative developed largely 
through discussion of Kirman’s previously published models. Though 
methodological principles are central to motivating the critique, their 
justification is not the primary focus. Second, as a rather exploratory 
series of separate lectures rather than a fully developed programme, it 
suffers from some omissions and inconsistencies. Kirman is quite 
upfront about the preliminary nature of the argument. He does not 
pretend to test his principles relative to a fully developed exemplar, 
instead using the principles to suggest the steps one might take to 
improve rather simple models. 

                                                 
1 I will use the modifier ‘mainstream’ to refer to the equilibrium-centric, maximizing 
representative agent framework that Kirman criticizes. 
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These two difficulties mean that the most interesting arguments 
from a philosophical perspective are not always precisely and explicitly 
articulated. This situation demands a rather unorthodox review. First,    
I will give a brief summary of the main methodological arguments. 
Second, I will discuss more speculatively the issues this raises in the use 
of the principle of realisticness. As a final stylistic note, it is worth 
emphasizing that none of the difficulties I outline should be taken as 
implying inaccessibility to a philosophical audience. The book is well 
written and assumes limited previous technical knowledge of either 
mainstream or complexity modelling approaches.  

In motivating the complexity economics programme, a good portion 
of the book is devoted to a critique of the mainstream approach. This is 
well executed and quite even-handed, but the arguments are not new. 
Primary among the charges is that modelling assumptions are selected 
not on any empirically defensible basis but to save a system of 
mathematical formalisms (see the criticisms made by other ‘heterodox’ 
traditions, such as Nelson and Winter 1982). There are three main 
targets in this respect: rationality, independence, and impersonal market 
interactions. It is argued that there is empirical evidence that economic 
agents possess quite limited rationality, their choices are socially 
conditioned, and the details of their direct market interactions are 
essential to market outcomes.2 The main force of the critique is that 
mainstream models are unable to provide traction on actual economic 
phenomena because they utilize problematically unrealistic 
assumptions. In line with his other recent work, Kirman reiterates that 
these failings of economic theory have concrete and immediate 
implications: economic theory cannot explain or even accommodate the 
financial crisis. In summarizing qualitative and forensic accounts of   
the crisis, he argues that they refer to entities—trust, contagion, 
networks—which are absent from and indeed inconsistent with 
mainstream models. The story of this failure is used to support the 
intuition that economics should ‘start from’ empirical facts rather than 
axioms. 

Kirman then faces the problem of all critiques of the mainstream 
approach: providing a viable alternative. The alternative proposed is an 
‘interactionist’ approach, a combination of institutional economics and  

                                                 
2 Part of this is a reiteration of Kirman’s argument against the representative agent 
approach and for the importance of the representation of direct interactions between 
agents (see Kirman 1992). 
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a formal basis in network models. The institutional side consists of a 
commitment to incorporating the social and interactional factors which 
constitute economic behaviour. In line with this, there is a movement 
from a choice-centric framework to a social influence-centric framework. 
Unlike much institutionalist work, there is a focus on formal network 
models of the emergence of organization from interaction. This relates 
to Kirman’s focus on the emergence of institutions from repeated 
interactions rather than only an analysis of existing institutions.  
Though this moves the institutional focus towards individuals, the 
methodological argument is that the focus should be on investigating 
the interactions of individuals rather than the individuals per se.            
A corollary is that the unit of analysis is the population level 
distribution of choices made rather than reasons for particular choices 
by particular agents. 

A good example of the promise of the approach is a novel treatment 
of the aggregation problem. Here, Kirman argues for breaking down   
the symmetry assumption regarding the properties of individuals      
and aggregates: the properties of individuals aggregate via market 
mechanisms to give markets emergent properties that individuals lack.3 
Significant empirical support is provided through detailed study of the 
relationship between individual and aggregate demand in particular 
markets (mainly the Marseille fish market). While individual demand is 
quite divergent from standard rationality assumptions, aggregate 
demand is similar to standard assumptions. This emphasizes the 
possibly synergistic contribution of such studies to mainstream theory: 
realistic micro foundations are not always disruptive to standard market 
analysis. 

From a philosophical perspective there are two interesting questions 
which are more raised rather than settled by Kirman’s analysis. First, 
what is the principle which drives the critique of existing practice? 
Second, how does the proposed alternative manage to avoid being 
subject to similar criticism by this principle?  

These questions require some reading into Kirman’s approach as 
they are not explicitly discussed. It is obvious that the principle at stake 
relates to the importance of empirical evidence in evaluating models 
(and theories). This is evident in Kirman’s fish market models, which  

                                                 
3 It is worth noting that this is formally supported by research in computer science on 
multi-agent systems, where the asymmetry between agent and collective properties is 
well established. 
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are constructed on the basis of trading data and observation. There are 
also statements about being interested in “how markets actually work” 
(p. 127) and “how agents actually form forecasts and modify them” (p. 139). 
Moreover he takes it as problematic that the view of theorists diverges 
from the view of market participants and regulators. Most tellingly, he 
argues for the development of more realistic versions of his models and 
presumably takes it to count for (against) the less realistic version of the 
model if its results are confirmed (disputed) by the more realistic 
version of the model. 

My interpretation of this is that Kirman is relying on some form      
of realisticness principle: the degree of accordance between model 
assumptions and empirical evidence is relevant to model evaluation. 
Mainstream models are criticized for being very unrealistic and a more 
realistic approach is proposed. The role of the realisticness principle    
in criticism is relatively straightforward. It is the second question, of 
how his alternative avoids these charges, that is likely to be subject      
to stronger questions. I raise three of these questions here and try to 
interpret the direction Kirman implicitly takes. First, whether the sort of 
realisticness that Kirman is proposing can be defended against charges 
of vacuousness and impracticability. Second, how realisticness as a goal 
can be aligned with the significant and self admitted unrealisticness of 
Kirman’s research strategy. Third, how the realisticness principle can 
play a crucial role in some of his modelling exercises but very little role 
in other exercises.  

The position Kirman is trying to establish is that mainstream   
theory is unrealistic (insufficiently realistic) and that his alternative has 
a chance of avoiding this by being realistic (sufficiently realistic).       
The most immediate critique of any approach based on realisticness is 
to object to it as an impracticable standard which is therefore vacuous. 
The structure of this sort of argument is that: a) criticizing a theory as 
unrealistic commits one to the principle that the more realistic is to be 
preferred to the less realistic, b) the logical implication is that the 
perfectly realistic is the most preferable, c) there is no perfectly realistic 
model, d) therefore the unrealisticness critique holds against all models 
and is self-defeating (see Friedman 1953, for a classic statement).        
To avoid this type of argument Kirman needs to make an argument 
along the lines of: a) there are degrees of realisticness, b) (for some 
purposes) certain degrees of realisticness are acceptable but others are 
not, and/or c) ceteris paribus, more realisticness is desirable but this 
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trades-off with other desirable properties of models (simplicity, 
analytical power, and so on). There is strong evidence that Kirman 
accepts a), as he only uses the term ‘realistic’ with relative qualifiers 
such as very unrealistic and more realistic. While further clarification   
of the argument is needed, a qualified view of realisticness has potential 
to be practicable and non-vacuous. To defend this position more 
development is needed of an account of degrees and respects of 
realisticness and the role of realisticness in a multi-dimensional 
evaluative scheme. 

A clearer account of partial realisticness may also provide some 
traction on a second consistency problem: how the realisticness 
principle as a goal can coexist with unrealisticness in research strategy. 
For example, on what basis can Kirman assert the importance of 
realisticness regarding interactions, but not regarding agent properties? 
On the one hand, Kirman argues that the details of the interaction 
structure need to be represented more realistically. On the other hand, 
he argues that actual agent motivations and internal choice mechanisms 
can be abstracted away (i.e., represented as ‘zero intelligence’ or random 
strategies) as long as the distribution of choices that such agents make 
is consistent with empirically observed distributions. As it is difficult to 
see the latter as realistic, there is need of an argument justifying why 
the realistic representation of interactions is relevant but the realistic 
internal representation of agents is irrelevant and can be at least 
temporarily ignored. Here, it seems most natural to define relevant 
realisticness in terms of the scope of the questions Kirman is interested 
in. Mechanistic arguments might be useful here: researchers often 
investigate one level of a multi-level mechanism hierarchy realistically, 
relying on parallel investigations into other levels to eventually produce 
a more complete realistic synthesis (see Craver and Alexandrova 2008). 
The strategy of limiting the scope of required realisticness to 
interactions might then be a justifiable provisional measure. This 
strategy, if it is in fact being used, needs further justification.                
In particular, the problem of separability needs to be addressed: how 
reliable are the separate analyses if the levels of analysis are causally 
connected? This discussion indicates some interesting analytical ground 
regarding the compatibility of the desirability of realisticness in   
general with strategies which provisionally accept a significant degree  
of targeted unrealisticness in practice. 
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A final question is raised by the different realisticness standards 
which models are held to. In examining the different models presented 
in the book, some (notably the models of fish markets) seem to fit into 
Kirman’s idea of ‘starting from’ empirical knowledge, but others have a 
much more tenuous link. Why do realisticness constraints only seem to 
be in force regarding certain models? Examining the different models on 
offer suggests that Kirman differentiates the realisticness requirement 
according to the purpose or target of the model. The different modelling 
exercises can be divided into case based (fish markets), experimental 
(human subject game research), stylized (stock markets), and model-
model analysis (generalization of the Schelling segregation model).      
To take case-based, stylized, and model-model purposes, these seem to 
have strong, limited, and nil realisticness requirements, respectively.   
To be consistent with the realisticness principle (that the more realistic 
should be preferred), there is a need to clarify the role of unrealistic 
models. Another interesting analytical project would be to attempt to 
make space in a generally realistic approach for a productive role for 
unrealistic models (e.g., for hypothesis generation; conceptual and 
computational development; as a simplified but generally consistent 
summary of a realistic model; and so forth). 

These issues would be interesting to develop further for those who 
share what I interpret as Kirman’s dual intuition. First, that qualified 
forms of realisticness get to the heart of the important issues in the 
debate over the empirical foundations of economics. Second, that 
complexity economics (and related heterodoxies) have made important 
initial steps towards the goal of realisticness.  

Overall, this book is an interesting read that raises many challenging 
philosophical problems. It succeeds as an outline of an interesting 
alternative direction to the mainstream approach and as a summary of 
the arguments against mainstream assumptions. As is to be expected in 
an early stage research program, the motivation of the alternative is 
better developed than the alternative itself. Like many realisticness-
based critiques of mainstream economics, it struggles to enunciate a 
qualified realisticness that has critical bite while remaining practicable. 
In this, it presents an interesting challenge to philosophers of 
economics to develop more sophisticated views of qualified realisticness 
which admit partiality, provisionality, and progressiveness. This project 
will undoubtedly need to address prominent views on realisticness       
in economic models, such as Lehtinen and Kuorikoski’s (2007), and 
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Mäki’s (2009). Refocusing modelling from equilibrium to organization 
seems to be fertile ground for this discussion for those who find the 
claims of greater realisticness intuitively appealing but in need of much 
work. 
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John Davis has written this book because individuals are important.  
This is obvious, some will say. But not necessarily to economists, says 
Davis. Equipped with a respectable knowledge of relevant psychological, 
sociological, and philosophical theories, Davis examines in depth 
various representations of the individual in economics. He presents a 
useful, insightful and interesting picture of the various influences from 
other social sciences on the current characterisation of individuals that 
may be considered as a recent history of the representation of the 
economic agent. Davis also proposes other theories from philosophy 
and the social sciences that economists should incorporate to pay 
justice to what individuals are. He thus continues an analysis of the 
economic agent that he started in his previous book (Davis 2003). 
Whereas in his first book he was primarily concerned with explaining his 
methodology and considering what he calls “orthodox” and “heterodox” 
representations of the economic agent, this time he is focusing on what 
may be called “mainstream” representations of the individual, that is, 
the different visions and versions of individuals that can be encountered 
these days in any major economics journal.1  

Central to Davis’s methodology is the analysis of the representation 
of individuals in terms of two ontological criteria from the philosophical 
literature about personal identity: individuation and re-identification. 
These criteria stand for two different bounds: a lower bound—sub-
personal—and an upper bound—supra-personal. The lower bound or 
identification criterion considers the question of whether the individual 
is a unique and single being that is not fragmented into multiple selves. 
The upper bound or re-identification criterion concerns the distinction 
between the individual and society, i.e., how much the individual           
is an independent and autonomous being and how much he or she is 
influenced or even determined by the “social”. It determines whether 

                                                 
1 For a detailed review of his first book see, e.g., Luchini and Teschl’s (2005) review, as 
well as Davis’s (2005) reply.  
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individuals can be re-identified across change, that is, how a previously 
distinguished individual can be recognised as the selfsame individual   
at a later time and after various things about them have changed, 
especially when change means that they share characteristics with 
others.  

Davis’s ultimate aim, however, is to introduce his own conception of 
the individual. The book is thus arranged in such a way that he presents 
economics accounts of the individual in a spectrum from those that     
fit the least to those that fit the most with his understanding. While       
a legitimate way of organising one’s own book, it raises some 
methodological questions. Without wanting to incite a full-blown debate 
on value-free (social) science, let us remark that the upshot of Davis’s 
book is to present the ‘correct’ way of seeing individuals and then to 
discuss the shortcomings of other models with respect to his view of 
individuals. Of course, Davis claims that his view of individuals satisfies 
the two identity criteria—individuation and re-identification—whereas 
other models do not always do so, and he is in that sense complying 
with two objective philosophical criteria. But the point is that other 
models do not necessarily have in mind the question of what individuals 
are, but rather how individuals make choices. Moreover, Davis only 
provides an extended outline of his views without trying to engage       
in any formal representations, although the objects of many of his 
discussions are formal models, where reality is necessarily stripped 
down to the essential elements and presented as stylised facts. For     
the greatest part of the book, the latter are associated with giving an 
account of things where individuals do not matter, while Davis’s verbal 
account does of course present individuals in a way in which they do 
matter. One cannot read this book without thinking at times of a 
swinging moral hammer.2 

After an introductory chapter dedicated to the standard 
representation of Homo economicus and its limits the book is      
divided into three sections, named “Atomism revised”, “Interaction”, 
and “Socially embedded individuals”. These sections analyse models 
based on insights from behavioural and experimental economics, social 
interaction models, and other more sociologically and philosophically 

                                                 
2 Davis’s closing sentences summarise this well: “It seems that the history we have 
inherited could well have told us that individuals do not count in this world and that 
only “higher” causes matter. This book presupposes just the opposite and asks that it 
be taken as central to economics and economic life” (p. 235). 
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inspired accounts, and they end with considerations about justice and 
democracy. 

The introduction sets out the groundwork and examines the 
representation of the typical Homo economicus who is provided with    
a given and stable preference ordering. Two main things are to be said 
here. One is that Davis considers this to be a circular account of 
individuals. Preferences do not explain what individuals are, because 
preferences presuppose individuals (p. 7). I interpret this to mean     
that individuals have preferences, but cannot be considered to be 
preferences. Second, Davis claims that individuals are taken to have 
their “own” private preferences (p. 7), which is a purely subjective 
account of the individual that is absolutely “unsupportable” (p. 222). 
Any account of individuals based on privacy and subjectivity is wrong 
and cannot explain individuals. Individuals are more than atomistic, 
totally autonomous and purely private beings. Individuals are not 
simply born with given and stable preferences. Instead their preferences 
(or rather ‘capabilities’ as Davis later argues) are actively and reflectively 
developed and modified throughout their socially embedded lives. The 
following three parts of the book lead step by step to this conclusion. 

Part one starts with an account of what Davis calls “new” 
behavioural economics, which tries to make Homo economicus more 
psychologically realistic. Davis analyses Tversky and Kahneman’s 
prospect theory and explains that a different representation of 
rationality than that of the standard Homo economicus also entails        
a different account of individuals. However, for Davis, prospect theory 
fails to take account of the sub-personal bound and is thus unable to 
represent the economic agent as a single individual. Prospect theory     
is about reference points that change over time, i.e., it is about context. 
Thus, “[c]hanges in context […] disconnect the different stages of 
individuals from one another and prevent us from saying that those 
stages all belong to the same individual” (p. 35). The elimination of the 
sub-personal bound is actually a problem not only for prospect theory, 
but for any model that does not go far enough beyond the standard 
Homo economicus representation in terms of a utility function.             
It is even worse when preference reversals are observed. Here, 
description invariance (the framing effect) and procedure invariance (the 
elicitation effect) are violated. This research shows that preferences are 
constructed when needed, and are not pre-given. In this case, no utility 
function can represent those preferences and “there appears to be no 
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obvious basis for talking about individuals as distinct beings 
whatsoever, much less reidentifying them in any way” (p. 44).                
It is basically a no-self approach. 

Davis then moves on to consider Bénabou and Tirole’s models of 
self-confidence and self-regulation. Different time-slices or different 
selves play non-cooperative games with each other to maintain or 
modify a particular level of self-confidence. They represent Homo 
sapiens and no longer Homo economicus because they lack hyper-
rational characteristics typically associated with Homo economicus: 
perfect self-knowledge, willpower, and recall. In these models, 
“[i]ndividuals […] function collectively as single individuals who self-
regulate themselves across their temporal selves by continually 
evaluating their successive selves’ efforts to maintain and increase    
self-confidence” (p. 53). The problem with these models, however, is  
that self-control cannot be clearly separated from “other-control” 
(interpersonal influences), especially when Bénabou and Tirole extend 
their models to cover social interaction. There are then many different 
temporal selves trying to influence each other and there is no clear    
way to say which self belongs to whom.  

Thaler and Sunstein are also concerned with Homo sapiens and 
propose some paternalistic yet libertarian interventions to help Homo 
sapiens make the right decisions. In this case, rational experts become 
important to provide the right “nudges” for individuals to make the best 
decisions for themselves. Self-control problems are solved at the level of 
society, which blurs the boundaries of the individual because rational 
experts act as surrogates on the individual’s behalf. 

Akerlof and Kranton’s “identity economics” and the social 
preferences approach associated with economists such as Andreoni, 
Fehr, and Rabin are analysed next. The trademark of both accounts       
is that they introduce “sociality” into the utility function. This is         
not a good way of solving the connection between the individual        
and society, according to Davis. “[T]he strategy of internalizing social 
relationships within the utility function locates different social selves 
directly within individuals” (p. 70). Once again, the sub-personal bound 
is ineffective. For Davis, introducing social aspects into the utility 
function is not the correct way to give an appropriate representation of 
the individual because it individualises society and does not really get 
away from an atomistic conception. It should rather be the other way 
around—explaining the individual through his or her social interactions, 
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thus socialising the individual—which is what Davis is concerned with in 
parts two and three of his book. 

Part two starts with an analysis of the representation of the 
individual in game theory and experimental game theory, where 
individuals interact directly with each other. But it is still too involved 
with the atomistic conception of the individual. Davis then discusses 
different models such as Bacharach’s view of the individual as a team 
and Ross’s neuroeconomics based relational account. He then moves on 
to discuss Simon’s influence on the representation of the individual via 
his conception of ecological rationality, which Davis calls the “old” 
behavioural economics. He also considers extensions of Simon’s      
view, which Davis sees in Vernon Smith as well as in Binmore’s 
evolutionary models and explanations. The crucial feature of these later 
contributions is that individuals are no longer endowed with affective 
preferences only, but (also) with some crucial abilities. Simon, for 
example, introduces important dynamic environmental adaptation 
mechanisms and powers; Binmore discusses learning processes as well 
as people’s ability to empathise with others. 

Part three becomes ever more philosophical. It starts by explaining 
Sen’s capability approach and sets out to consider individuals as 
particular collections of capabilities, i.e., in terms of the beings and 
doings they have access to. Davis then discusses Pierre Livet’s dynamic 
identity model of an individual, represented in terms of capabilities, 
who is changing over time. He also discusses two philosophical 
narrative identity approaches (Schechtman’s and Dennett’s).  

All this serves to introduce Davis’s own idea of the individual having 
a special personal identity capability, “interpreted as a capability for 
maintaining and developing an account of oneself in changing 
interactions with others” (p. 188). This capability is indeed crucial in 
order to account for a unified and single self; otherwise the individual 
would be merely a collection of capabilities, or a collection of selves 
based on his or her different social identities. 

Davis then returns for one last time to economics to discuss two 
dynamic models of endogenous identity formation by looking at work 
on the co-evolution of individuals and social groups (Horst, Kirman, and 
Teschl 2007) and the emergence and persistence of racial identity norms 
(Darity, Mason, and Stewart 2006). Davis criticises these models for the 
unattractive result of the former (the equilibrium gives a weak personal 
identity over time, and thus more a multiple selves outcome than a 



INDIVIDUALS AND IDENTITY IN ECONOMICS / BOOK REVIEW 

ERASMUS JOURNAL FOR PHILOSOPHY AND ECONOMICS 79 

unified single being)3 and the unattractive assumption of the latter      
(of encountering just one social/racial identity at a time) and moves on 
to his own view of the individual. 

So what is this view? Davis bases his view on a capability conception 
of the individual and explains identity formation and change over time 
in terms of people’s ability to develop their capabilities over time—a 
capability in itself, though a second-order one (a concept borrowed from 
Livet). This evolution and development of capabilities occurs through 
social interaction in society. Conflict is important here: different 
capabilities arise out of different social identities, but it is the conflicts 
between identities that generate the need to engage in self-organising 
processes.  

Social identity has two aspects for individuals. One is relational and 
concerns an individual’s engagement with others from a particular 
position or role that they occupy using first-person, i.e., self-reflexive, 
representations. The other is categorical and concerns the collective 
aspect of their identity, assessed from a third-person perspective.    
Over their lifetimes, individuals keep narrative accounts of themselves, 
which is a way to reflect on conflicts that their social identities may 
create, and this engagement and self-examination is what constitutes 
their personal identities. Indeed, personal identity is an evolving 
narrative, but it does not necessarily have to be a single, continuous 
story. It is rather a succession of ongoing conflict-solving discursive 
accounts, which also help the individual reflect upon the past and 
project themselves into the future. It is a way of being influenced         
by and influencing the social structure in which the individual evolves. 
The individual is thus socially embedded, and yet each self-narrative is 
highly individualised. 

Davis closes his book with some considerations on economic policy, 
democracy and justice. It is an important topic as the standard 
representation of individuals in terms of preferences has been replaced 
by a more sophisticated account and hence Pareto efficiency evaluations 
are no longer applicable. While Davis argues that public discussion and 
value pluralism are important issues, he does not go very much beyond 

                                                 
3 Being a co-author of this paper (Horst, et al. 2007), I allow myself to add an aspect not 
mentioned in Davis’s analysis, namely that while he correctly summarises the 
equilibrium condition of our model, it says nothing about whether this equilibrium will 
ever be attained. This means that in off-equilibrium situations, personal identity is 
more important and the individual is not simply a set of multiple selves. This feature 
is actually one of the interesting aspects of the model. 
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what Sen himself says about justice in terms of capabilities. Sen is 
against the “transcendental” approach to justice (Sen 2009), that is, an 
approach that sets out to clearly define what justice is. For Sen, this      
is much too contentious; he prefers a “comparative” approach that 
concentrates on ranking different social states as more or less just, but 
which does not necessarily have in mind to determine once and for all 
the form of the perfectly just society. It seems that Davis fully endorses 
this view, but he is then of course open to the same criticism that      
Sen faces, namely the indeterminacy in the evaluation of justice (see, 
e.g., Pogge 2010). How do we rank different people with different 
capability developments vis-à-vis each other? On what capability basis 
should we redistribute? What is the right trade-off between different 
capability developments and thus identities? While it might be argued 
that Davis contributes to the capability literature by presenting a 
dynamic capability view of the person, an aspect that could be 
considered to be missing in Sen’s writing, he does not help solve these 
long-standing and important questions. 

We could also see it from a different perspective. Davis and Sen 
propose the same vision of justice. Sen has arrived there by a 
meticulous study of other theories of justice such as utilitarianism and 
the Rawlsian justice as fairness approach (e.g., Sen 1999; and 2009).   
His starting point was the question of what it is that individuals have 
reason to value and thus to consider the appropriate space of justice. 
For him, this could not be, for example, pleasure or desire fulfilment as 
utilitarian-based justice accounts suppose, or any index of primary 
goods such as Rawls might suggest. Davis arrives there through his 
identity account of individuals. The question then is what is the added 
value of Davis’s proposition? If we find out what individuals have reason 
to value, do we still need an identity account of them? Of course, these 
two approaches could go hand in hand—an identity account of 
individuals could tell us what they have reason to value—but this link 
would need to be explained and presented in much more detail. 

This leads me to my final comment. Davis thinks that once all 
people have attained or have the opportunity to be provided with their 
basic and essential capabilities, they will then develop their own 
personal identities based on a multitude of different motivations and 
become heterogeneous people. He thinks that neoclassical economics 
has taken account of this by assuming differences in tastes. But, writes 
Davis, “differences in people between any point in time are not the same 
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thing as differences in their pathways of development” (p. 190). 
Consequently, Davis thinks that “economics will need to say much more 
about the increasingly complex character of individuality if it is to 
explain the evolving nature of economic life” (p. 190). But is this         
the case? This would suggest that any choice theoretic model would 
need to incorporate a dynamic identity model to be able to understand 
people’s choices. But choices are, in fine, made at a particular point in 
time. And even if we consider choices over time, we may still (simply) 
reflect upon some consistency requirements the individual should be 
complying with. That is, standard consistency axioms such as Sen’s 
properties α and β, or the weak axiom of revealed preferences, have 
been criticised in the past. Indeed, Sen himself has argued that 
consistency without any external reference is too restrictive to say 
anything about rationality (e.g., Sen 1993). According to Davis, any 
rationality account is directly linked with a particular representation of 
the individual. Hence, if we need a more complex view of individuals, 
then it may be interesting to engage in research about identity 
consistency axioms that allow people to make changes over time and to 
develop their own capabilities and yet be fully rational. Hence, the idea 
would be to figure out what “identity consistent” choices are.  

To conclude, Davis has presented a very stimulating philosophical 
account of identity. What is still missing from both this and his previous 
book is an explanation of what it means for economists in practical 
terms. That would certainly be a good project for a third book. 
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economics can’t explain the modern world. Chicago (IL): 
University of Chicago Press, 2010, 592 pp. 
 
HENRY CLARK 
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It is as necessary for people to read this magnificent book as it is 
difficult to define the “people” who ought to read it. That is         
because McCloskey—who holds appointments in economics, history, 
communications, and English, with durable interests to match—has a 
number of distinct audiences in mind. To sort them out, it is best to see 
this book in context, as the second installment in a projected multi-
volume project.  

The acclaimed first volume, The bourgeois virtues (2006), had been 
aimed primarily at a general and humanist audience. Against a 
consensus hostility to capitalism among educated people that dates to 
the Romantic era, McCloskey had made the arresting argument that the 
traditional cardinal and ordinal virtues of medieval Roman Catholicism 
flourish more under a capitalist economy than under its predecessors 
and alternatives, and are actually essential to understanding 
capitalism’s true significance. Although a part of her purpose had been 
to suggest to her economist colleagues the need to redefine the subject 
matter of their discipline—in the direction of a “humanomics”, as she 
would call it—the lion’s share of the book had aimed to appropriate the 
language of the humanities as a way of challenging most humanists’ 
dismissive assumptions about market economies. In particular, her 
decision to range widely through theological, moral-philosophical,     
and even literary territory was a strategy for bringing the sheer shock of 
paradox to that part of the clerisy that has done most to ridicule and 
savage the modern economic project. “Forgetting [Adam] Smith in a 
commercial society has orphaned the virtues”, she concluded. “It is the 
ethical tragedy of the modern West” (Bourgeois virtues, 507). Her bracing 
fifty-page introduction, which she had called an “apologia” for 
capitalism, is written accessibly enough to go over very well with 
undergraduate students.  
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Bourgeois dignity turns the lens in a different direction. It starts with 
a couple of premises left over from The bourgeois virtues, especially that 
most people before 1800 lived little above subsistence—three dollars a 
day, as she puts it—and that the main challenge for historians is to 
explain the Great Fact of modern times: the sudden and unheard-of 
explosion of personal well-being from the industrial revolution to the 
present. The subtitle, “why economics can’t explain the modern world”, 
may sound like a willful paradox to those unfamiliar with the first 
volume, but it is consistent with the boldly revisionist agenda evoked 
there. The book itself aims to poke holes, raise questions, expose 
contradictions, and generally diminish the viability of a variety of 
mostly technical economic theories; all to the end of making room      
for the author’s own broader explanation for the rise of the West (and, 
increasingly, the Rest). 

That explanation, in a nutshell, is that the historically unprecedented 
dignity and liberty assigned to ordinary middling people encouraged     
a generalized habit of imitative innovation that eventually led to the 
breakthroughs we associate with the Great Fact. The economic historian 
most similar in orientation to McCloskey here is probably Joel Mokyr, 
whose books, including The enlightened economy: an economic history of 
Britain, 1700-1850 (2010), place a similar emphasis upon ideas (or at 
least knowledge) and innovation. 

The counterintuitive sweep of McCloskey’s argument makes this 
work an ideal bookend to Steven Pinker’s equally jolting The better 

angels of our nature: why violence has declined (2011). Both document a 
generic improvement in the moral lives of our species over recent 
centuries. Where Pinker, however, places great emphasis on the rise of 
the sovereign leviathan state as a source of “pacification”, McCloskey 
follows many of her fellow economists in making the industrial 
revolution an essential reference point for her analysis, thereby 
emphasizing just how recently the grinding routines of material scarcity 
held sway over every aspect of human lives worldwide.  

One of the charms, and frustrations, of this volume is that the 
author spends most of her 450 pages refuting what her economic-
history colleagues have claimed on the subject, while asking their 
patience as she completes volumes three and four (and five and six?), in 
which she promises to present her own positive explanation in detail.   
It is a measure of her extraordinary persuasive gifts that she is mostly 
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successful in pulling off this bravura exercise in delayed intellectual 
gratification. 

The reader of Bourgeois dignity may find it useful to think of the 
work as being divided roughly into five parts—though the author, who 
calls the book an “essay, not a monograph” (p. 38), gives us merely 46 
undifferentiated chapters. Part one would run through the first six 
chapters; it restates the central premise of the whole multi-volume 
project: that economic growth took off with the industrial revolution 
and has not yet been satisfactorily explained. Part two (chapters 7 to 9) 
makes two somewhat more philosophical claims: first, that what 
expanded after 1800 was not “happiness” per se, and cannot be 
measured (or debunked) by recent “happiness” research; and second, 
that because the poor have been the principal beneficiaries of the rise of 
capitalism, the industrial revolution and its aftermath pass the “veil     
of uncertainty” test we associate with the constitutional schemes of 
James Buchanan, Gordon Tullock, and John Rawls back in the 1960s and 
early 1970s. Part three (chapters 10 to 13) is a brief interlude on the role 
of Britain and British economists in the industrial revolution, the main 
point being that the Great Fact is a global phenomenon that happened 
to begin in Britain and then Europe, but that has been easily imitated by 
others. The long part four (chapters 14 to 40) debunks one by one the 
various theories that economic historians have developed to explain the 
Great Fact. Finally, part five (chapters 41 to 46) restates the manifesto, 
even offering for the benefit of her economist colleagues a formalization 
of the author’s theory that ideas and rhetoric were decisive. 

In part four, the most essential part of the book, McCloskey 
systematically minimizes many of the standard theories of the Great 
Fact, including the role of thrift, frugality, and capital accumulation 
(chapters 14 to 19); transportation (chapter 20); natural resources, 
especially coal (chapters 21 and 22); trade (chapters 23 to 25, and 28); 
slavery, imperialism and exploitation in general (chapters 26, 27, 29); 
English genetic superiority (chapters 30 to 32); institutions such as 
property rights and political pluralism (chapters 33 to 37); and even the 
role of science (chapter 38). 

On every page along the way, McCloskey sprinkles her essayistic 
performance with dollops of bracing sense, insight, and provocation. 
And although these twenty-seven chapters are part of an ongoing 
dialogue with her economic-history colleagues, they can often be read 
with great profit by other academics, and usually by the general reader. 
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Whether she is delightfully debunking the role of formal education—
treated with something like religious reverence in much contemporary 
public discourse—in generating the Great Fact (p. 164), or teasing      
Max Weber for missing the humor in Ben Franklin’s supposedly 
Protestant ethic (p. 147), McCloskey brings a sustained conversational 
engagement that is all too rare in academic writing, especially 
economics. Perhaps more important, she makes available to a wider 
audience some of the intriguing findings of recent specialists.              
An inventor in our times can apparently expect to earn an average of 
roughly 2.2% of the gains from an invention; a three-minute long-
distance phone call that cost ninety hours of ordinary labor in 1915 
costs a minute and a half today—to take a couple of factoids among 
many (pp. 348, 54). 

It would be easy to quibble with some of the choices made in       
this capacious central part of the book. Is a refutation of a couple of 
sections of Gregory Clark’s A farewell to alms (2007) really worth three 
chapters (chapters 30 to 32)? Is it worth more than the one- or two-page 
(pp. 374-376) treatment allotted to David Landes’s (1998) theory that 
European cultural traits going back to the thirteenth century explain the 
modern world? Is it really true, as McCloskey asserts, that Steven Pinker 
is a eugenics theorist? No, it’s not (if I may borrow the author’s own 
trenchantly chatty style). But these are minor complaints: as an 
accessible and wide-ranging introduction to the recent literature on one 
of the most important questions modern history can address, these 
chapters would be hard to beat.  

There are, on the other hand, somewhat more serious problems 
raised by the book. The multi-volume project as a whole will need to 
convince readers of the author’s argument not only that innovation 
created the modern world, an argument Mokyr and others have also 
supported, but that the key determinant of that innovation was a change 
in values and rhetoric. The author offers only occasional hints about 
how she might go about making such a case, but they are enough to 
raise questions about her general approach. 

For one thing, in Bourgeois virtues McCloskey framed her project 
with an elaborate apologia for the seven medieval Christian virtues, 
anchored by faith, hope, and charity. In this second volume, she 
attempts to expand that framework, arguing (not implausibly) that faith 
is a backward-looking virtue of personal dignity, and hope a more 
forward-looking virtue actuated by liberty (pp. 10-11). The Age of 
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Innovation (a phrase she uses instead of the “age of capitalism” she had 
used in volume one; see p. 76) is fueled by the virtues of hope and 
courage. But on the other hand, McCloskey is quick to acknowledge that 
capitalism has been taking long and rapid strides in parts of the world 
(India and China, for example) where the seven medieval Christian 
virtues have little purchase on the local rhetorical environment.        
This latter phase of modern development seems as conducive to an 
institutional or political as to a rhetorical explanation; if praise for the 
role of the bourgeois virtues is necessary, does it matter whether that 
praise is initiated by people or governments? (See pp. 2, 15, and 274.)  

Another potential problem is that rhetorical or moral change is not 
the only factor McCloskey cites in order to explain the Great Fact.   
There is also what one might call national emulation. She traces her 
story of modernization back not to 1800 but to the Dutch revolt of 1568 
against Spain. Her historical account seems to be that “the success of 
commercial Holland stuck in the craw of English people, the way the 
recent success of innovative Hong Kong and Taiwan stuck in the craw  
of mainland Chinese people, and inspired them to imitate”, and India 
imitated China after 1991 (p. 29). Her summary: “The chain-like 
causation of successive Bourgeois Revaluations is similar to the 
causation of nationalism in reaction to conquering nationalisms,  
English to French, or English to Indian”. She acknowledges that this 
process can be called “either material or ideal”. It is unclear whether    
on her account it is or can be triggered by government initiative. The 
process itself, though, would seem to involve a strong element of 
national dignity, a factor that McCloskey elsewhere minimizes. “People 
can innovate for the honor of Britain. Some few probably did”, she says 
rather dismissively (p. 339). 

And how would McCloskey explain the fact that the centuries-long 
hostility of the Western clerisy has not been accompanied by a notable 
long-term defection from market policies by states or peoples?           
Her intriguing but as yet undeveloped answer is that “free public 
opinion outside the elite had meanwhile become favorable to 
innovation, and more and more it ran the political show, to the disgust 
of conservatives and progressives” (p. 439). 

Despite these tensions in her schema, McCloskey is consistently 
persuasive that the persistent intellectual animosity toward capitalism 
since the nineteenth century has been out of all proportion to its     
(very real) shortcomings as a social system. Unlike authors such as   



BOURGEOIS DIGNITY / BOOK REVIEW 

VOLUME 4, ISSUE 2, AUTUMN 2011 88 

Alan Kahan (Mind vs. money, 2010), however, she is not primarily 
interested in explaining this animosity but in taming it through       
sweet reason. Indeed, one of the most attractive features of the book, 
and its predecessor, is the author’s tirelessly fair-minded engagement 
with those she knows are likely not only to disagree with her 
conclusions, but often to do so with far less fair-minded engagement in 
their turn. 
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Review of George F. DeMartino’s The economist’s oath: on 
the need for and content of professional economic ethics. 
Oxford: Oxford University Press, 2011, 264 pp. 
 
JULIAN WELLS 
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What, if any, ethical issues arise in the practice of economics? Should 
advice on handling any such issues be encoded by organisations of 
economists, and if so how? 

The financial crisis of 2008 is the immediate prompt for these 
questions. However, DeMartino’s concerns extend beyond those 
addressed in works aimed at the general public, most dramatically       
in the film Inside Job. Namely that if prominent economists produce 
expensive reports certifying the health of banking institutions, and if 
those institutions then promptly collapse in a welter of debt, one has to 
doubt either their insight or their probity. 

But even in a world in which all economists were not only perfectly 
honest but also masters of the knowledge that they profess, economists 
could still behave unethically in the sense that interests DeMartino.  
Even if economics is thought to be a science—and thus ‘true’ in the 
sense in which physics might be said to be true—it implies (social) 
engineering, in other words action that is immediately directed at 
affecting human functioning and thus potentially compromising 
autonomous agency. Moreover, this is an implication that few 
economists, of any persuasion, have been reluctant to draw. Whether  
the economist believes that perfectly competitive markets constitute the 
beneficent natural order of the world and the actual ills of the world 
result from the machinations of monopolists, or whether she believes 
that markets are inherently prone to generating instability and 
inequality, practical policy measures are implied. Few indeed, according 
to DeMartino, are the economists who have shrunk from top-down 
implementation of those measures, no matter how drastic the short-
term implications for the human populations affected. 

Thus the central concern of this book is the fact that economics has 
public consequences. If there are private (or, better, individual) ethical 
issues when (say) the economist faces pressure to produce work which 
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lends intellectual support to policies decided in advance of the evidence 
that is supposed to justify them, that is a second-order issue. The really 
important problems arise when honest policy-makers are policy-
enforcers. 

Whether one considers the dismantling of financial regulation that 
allegedly created the conditions for the crisis of 2008; the foisting of  
the Washington Consensus on developing economies; ‘shock therapy’ in 
post-1989 transition economies; or the ‘economics of control’—which 
DeMartino, following Colander (2005), identifies with the post-World 
War II mainstream—economists have advocated and helped to 
implement measures that created winners and losers, at least in          
the short term. In many cases these policies were not clearly supported 
by the populations affected, and in some cases economists advocated 
quick action precisely to forestall any political mobilisation against 
them. Jeffrey Sachs, for example, said that his advice to officials in post-
1989 Eastern European economies was to “figure out how much society 
can take, and then move three times quicker than that” (Sachs 1991, 
cited on p. 9). 

In thus operating on conscious individuals who have their own views 
on the nature of the problems that they face, and on what remedies  
may be acceptable, economics does not resemble engineering, but 
medicine—a profession which has the oldest formal ethical code, and 
whose first principle is well-known even among non-professionals: 
‘First, do no harm’. This insight is, literally, at the centre of DeMartino’s 
work: “Those who occupy positions in which they can […] significantly 
alter the life chances of others necessarily traverse dense ethical 
thickets”, he points out on the penultimate page of Part I of his two-part 
book (p. 116). 

In Part I DeMartino makes his case for professional economic ethics, 
which he takes to be conclusive. Part II is devoted to considering what 
such an ethical code might contain, a discussion which he is careful to 
specify is not conclusive, but intended to found a program of research 
and debate. In fact DeMartino looks forward to a new academic field 
treating the ethics of economics. 

Part I begins by setting the scene, with chapter 1 concluding with the 
insistence that the destination—ethics—must not be conflated with       
a code of conduct: “Professional ethics involves intellectual and 
pedagogical practices and traditions, not a list of rules that can be 
tacked to the cubicle wall” (p. 14). 
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The next two chapters take us through the varied settings in which 
the applied economist may work, and the kinds of ethical challenge that 
may face her in such situations. 

The fourth chapter demonstrates both that DeMartino’s concerns are 
far from novel and that a reluctance to deal with them is rooted in 
American progressivism’s conflicting commitments to social reform and 
to objective scientific practice, a conflict played out in the early history 
of the American Economic Association, where the latter commitment 
had won a decisive victory by 1920. One might think that commitment 
to (supposedly) objective science would conduce to a concern            
with professional standards, but of course the substantive content of 
mainstream economics includes reasons to be sceptical of professional 
claims to self-regulation, on the grounds that well-intentioned or not the 
effect is to establish a cartel. 

Thus chapter 5 explores the grounds on which economics has 
resisted self-development as a profession on the lines of medicine. 
Though DeMartino does not put it quite like this, one might say         
that economics has not disdained designation as a profession, but has 
declined the responsibilities that professional status entails. This, he 
asserts, is due to the fact that neoclassical economics is committed to a 
consequentialist approach to the evaluation of action: only the outcome 
is relevant, never the intention. This has the disturbing implication that 
a value-free science might licence behaviour that is value-free in a 
different sense—that lying, cheating, and stealing might be condoned    
if they lead to the best outcome for society (in the judgement of the 
scientist). 

At this point, DeMartino is ready to set out his own arguments. 
Chapter 6 is negative, in that it rebuts the economic case against 
economic ethics. In the first place, if one renounces ambitions for a  
code of conduct, one allays suspicion of the sanctions that would         
be necessary to police such a code (such as a licensing body). To the 
average economist, following in the steps of Adam Smith, such 
sanctions look like thinly-veiled contrivances to protect economists 
from market forces, rather than to protect the public from economists—
an outcome which would indeed be ironic.  

The foregoing is an important practical point. Intellectually          
(but hence also practically) more interesting is the way in which 
DeMartino turns the claim of ethical neutrality against itself. Economists 
may claim to be ‘only’ advising, and that therefore they are absolved 
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from two central ethical problems, that of compromising the autonomy 
of the advisee, and of responsibility for the consequences of their advice 
(since the advisee is free to take it or leave it, the responsibility lies with 
them). But this will not do. The possession of expertise inevitably gives 
the advisor causal influence over the decision, through choices about 
the weighting of arguments and their framing, and about the options 
outlined (the last especially important in the light of ‘unambiguous’ 
evidence that the inclusion of irrelevant options can affect choice). 

The following chapter moves on to the positive case for professional 
economic ethics, beginning with establishing that economics is indeed a 
profession on the grounds that it involves use of abstract knowledge, 
has social significance, claims expertise, and that its practitioners  
(when practising) claim to be and are recognised as governed by       
role-specific norms rather than general norms of human conduct. 
(DeMartino adds a fifth ground; that most economists are employed     
in bureaucratic institutions This seems thin: while little is known    
about Hippocrates—and even the eponymous oath may post-date his 
life—it seems clear that he was never an employee of anything 
resembling (say) the Bureau of Labor Statistics. As we shall see, it also 
appears to lead DeMartino into circular reasoning.) 

The core of DeMartino’s argument is the following claim: 
‘economists enjoy authority and exert influence over others by virtue of 
the intellectual monopoly they hold over a body of knowledge that is 
vital to social welfare’ (see p. 106). Thus even (perhaps especially?)         
a strict consequentialist ought to recognise at least one ethical principle: 
‘First, do no harm’. But if one accepts that individual autonomy is a 
basic value (and mainstream economists, with their doctrine of 
consumer sovereignty, should be the last to find this problematic)      
the exercise of expertise puts the economist in the position of balancing 
harms: on the one hand the inevitable harm to one’s advisee’s 
autonomy, and on the other hand outcomes that are sub-optimal         
(in other respects) that may result from trying to avoid compromising 
autonomy. (If a doctor fears that fully-explaining a known effective 
treatment may lead the patient to reject it, should she give the 
explanation?) 

DeMartino builds what he calls an ‘escalating case’, in that while this 
first argument for ethics is meant to be conclusive, it is strengthened by 
its three successors. Firstly, the modern economics profession enjoys 
institutionalised power: whether through devising structures for 
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economic exchange or directly disbursing resources, economists govern. 
Secondly, economic interventions affect different groups differently; 
even policies believed to benefit all in the long-run are likely to produce 
short-term losers. One might think that this fact already directly posed 
ethical dilemmas but, DeMartino notes, economists rarely hesitate    
even where compensation for the losers is unlikely. Finally there is the 
question of uncertainty. Even if our theoretical knowledge was perfect, 
our factual knowledge cannot be. Yet on many (maybe all) issues, 
economists disagree profoundly about how we should understand the 
world. Thus error and unintended consequences are unavoidable, as are 
the ethical issues attached to acting in such circumstances. 

This last point is the basis of a serious charge in Part 2, when 
DeMartino moves on to consider what things, or what sorts of things,    
a code of ethics for economics might include. For radical uncertainty 
requires some prudential principle (for which ‘first do no harm’ is      
not necessarily the only candidate). But in a variety of episodes (the 
Washington Consensus, transition economies, financial deregulation) 
economics chose exactly the opposite principle, that of maxi-max: of all 
possible alternatives, choose the one whose best possible outcome        
is better than the best outcomes of the alternatives regardless of the 
probability of its coming about. 

This may lead, in DeMartino’s words, to an attitude that is “hubristic 
and ideological rather than humble and pragmatic” (p. 151), but is it 
unethical? Yes, because it obviously violates the prudential principle, 
but also because it leads to violation of the principle of autonomy: the 
need to respect the agency, integrity and self-governance of those       
the professional seeks to assist. In particular, it ignores the principle of 
prior informed consent which other professions, such as medicine, have 
arrived at. 

As mentioned, the second half of the work sketches out a variety of 
issues that might inform DeMartino’s projected discipline of economic 
ethics. 

The first is what might be learned from the experience of other 
professions (chapter 8). The prudential principle and prior informed 
consent have already been mentioned, and the latter leads directly to 
the next issue considered by DeMartino, that of ‘dirty hands’: can it ever 
be justifiable to do wrong with a view to doing right? 

Then there is the problem of ‘many hands’: organizations may do 
wrong even though all their members appear to be acting impeccably 
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when judged by professional norms and/or their institutional role. 
Since, as a matter of empirical fact, many economists are employed by 
large organizations what one might call the ethics of bureaucracy must 
inform the ethics of professional economics. However, recall that this 
fact about employment is one of the reasons DeMartino gives for 
considering economics to be a profession in the first place. Hence there 
seems to be a problem of circularity: work in bureaucracies creates 
ethical problems for economists because they are professionals, and 
they are professionals because they work in bureaucracies. Does the 
same argument apply to janitors? (Janitors in evil organizations face 
ethical problems, but that does not mean that they are professionals in 
DeMartino’s sense.) 

Also relevant here, of course, are the second-order issues mentioned 
at the beginning of this review, namely conflicts of interest and 
corruption, but these are not confined to economists (or, indeed,          
to professionals). However, as DeMartino points out in chapter 11, 
economics cannot import wholesale the lessons learned in other fields. 

One area where economics will have to find its own way, he 
suggests, is econometrics (a brief but pertinent literature review            
is provided). This seems to be right, but while DeMartino goes on to 
provide a useful discussion of the issues involved in the growing field  
of experimental economics I could not find anything that seemed 
unique to economics, as opposed to medical research, say. 

More convincing, as an argument for the distinctiveness of economic 
ethics, is the discussion of economic democracy (following on from the 
principle of informed consent) and hence the ethical imperative to 
promote the capacity of communities that find themselves the object   
of economic policy prescriptions—the capacity, that is, to discuss and 
(presumably) reject the economist’s proposals if they choose. 

Finally, and especially to be applauded, there is a call for intellectual 
pluralism. DeMartino usefully notes that this is an obligation on the 
profession as a whole, but the extent to which, or in what way, this is  
an obligation on individual economists is a different question. 

Both in construction and exposition the book displays the 
carefulness and clarity that characterises the best philosophical writing. 
DeMartino works through his arguments thoroughly but concisely,     
not shrinking from exploring the ramifications of his points, but not 
pursuing them further than is needed to grasp the issues in question. 
The care and clarity of his writing should make it impossible for a 
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careful, honest reader to misinterpret what the author is arguing.   
Hence he provides a fruitful basis for the further debate that he calls 
for, whether or not one is persuaded by his particular case (although 
this reviewer is persuaded). 

Since initiation of a field of enquiry is the circumspect ambition of 
the author, it is unfair to complain about alleged omissions, so instead   
I offer some suggestions for enquiry. 

Firstly, DeMartino rightly says that an ethical economics should be a 
pluralist economics, where schools of thought are assessed by what they 
may be able to contribute to our understanding, rather than dismissed  
a priori because of theoretical commitments. But one might want to 
consider what if any commitments are ruled out on ethical grounds—an 
issue that DeMartino himself raises implicitly in his rejection of the 
‘economics of control’ and of the maxi-max principle. 

Secondly and relatedly, chapter 12 provides a discussion of what 
might be involved in training ethical economists. But this is essentially  
a pragmatic programme (‘how to train ethical economists?’). Thus, 
surprisingly, it appears to justify such training on consequentialist 
grounds (‘if we do not do this, the result will be unethical practice’).   
But one might also consider the ethical case for ethical training, namely 
that in failing to alert our students not only to pluralist economics,    
but to economic ethics, we are failing to develop their autonomy and 
capacity for self-governance. 

Finally, DeMartino’s discussion is almost wholly concerned with    
the state of U. S. economics. This is perfectly sensible given the latter’s 
leading role in the profession, but it would be a great shame if           
this hindered DeMartino’s reception by those whose background        
and situation is different. The book begins and ends with a vision of 
future commencement ceremonies at which new economists raise their 
hands and recite in unison the economist’s oath. In cultures where 
graduation has more the overtones of conclusion than commencement, 
this may seem strange. In ones where school children do not begin their 
day in class with a recital of the “Pledge of Allegiance”, it may seem 
cloying or even rebarbative. 
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It is high time for a book such as the one Steven Medema has written on 
the history of the economic discussion of externalities. As long as there 
has been a discipline of economics, externalities have been central to a 
class of ongoing debates. Indeed, a critical explanation (justification?) 
for a wide range of government action has been the argument that the 
market has “failed” to provide the right incentives when some activity 
which I undertake has a direct impact on your output. So deep is this 
literature that the phrase “market failure” will conjure up a series of set-
pieces. In some circles where those words are spoken another phrase, 
“government failure”, will come to mind. In this oral tradition, there are 
stylized positions about the role of government advocated by famous 
names like Arthur Cecil Pigou, Ronald Coase, and James Buchanan. The 
oral tradition, as we know to our cost, is a very sad substitute for a real 
historical study of the arguments. 

In the larger picture Medema paints, the move from the classical 
period in which Adam Smith put forward a system of “natural liberty” to 
modern welfare economics goes through utilitarianism. We see this in a 
pair of section headings “Henry Sidgwick and the dismantling of the 
system of natural liberty” (p. 42) and “Utilitarianism, optimism, and the 
flight from natural liberty” (p. 50). Sidgwick’s immense importance as  
an ethical thinker has overshadowed his importance as an economist, 
something which Medema is careful to bring out (pp. 42-50). The 
technical contributions of the Italian school and Knut Wicksteed         
are considered in helpful detail (pp. 77-100). 

Now, let us look at some of the detailed arguments. Although 
Medema glances at Adam Smith’s sources, it is Smith’s work itself which 
gets the book’s first serious attention. Medema tells us about Smith’s 
“natural liberty” and the role he laid out for the sovereign (pp. 22-24). 
But for the “dismantling” argument to work, Medema needs to make the 
case that Smith is not a utilitarian. Of course, Smith’s system is not 
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Edgeworth’s but the slogan “greatest happiness of the greatest number” 
conceals a multitude of models of utilitarianism (see Peart and Levy 
2005). Indeed, “natural liberty” in Adam Smith’s Wealth of nations (WN 
henceforth) can be trumped by the well-being of the majority cases of 
what we might call external diseconomies. 

 
To restrain private people, it may be said, from receiving in payment 
the promissory notes of a banker, for any sum whether great or 
small, when they themselves are willing to receive them, or to 
restrain a banker from issuing such notes, when all his neighbors are 
willing to accept of them, is a manifest violation of that natural 
liberty which it is the proper business of law not to infringe, but to 
support. Such regulations may, no doubt, be considered as in some 
respects a violation of natural liberty. But those exertions of the 
natural liberty of a few individuals, which might endanger the 
security of the whole society, are, and ought to be, restrained by the 
laws of all governments, of the most free as well as of the most 
despotical. The obligation of building party walls, in order to prevent 
the communication of fire, is a violation of natural liberty exactly of 
the same kind with the regulations of the banking trade which are 
here proposed (WN, II.2.94). 
 
What cannot be trumped is the “just liberty” of employing one’s time 

as one sees fit “without injury to [one’s] neighbor”. 
 
The property which every man has in his own labour, as it is the 
original foundation of all other property, so it is the most sacred and 
inviolable. The patrimony of a poor man lies in the strength and 
dexterity of his hands; and to hinder him from employing this 
strength and dexterity in what manner he thinks proper without 
injury to his neighbor, is a plain violation of this most sacred 
property. It is a manifest encroachment upon the just liberty both of 
the workman, and of those who might be disposed to employ him. 
As it hinders the one from working at what he thinks proper,           
so it hinders the others from employing whom they think proper.  
To judge whether he is fit to be employed, may surely be trusted to   
the discretion of the employers whose interest it so much concerns. 
The affected anxiety of the law-giver lest they should employ          
an improper person, is evidently as impertinent as it is oppressive 
(WN, I.10.67). 
 
This is not just Smith’s opinion. He tells us in The theory of moral 

sentiments (TMS henceforth) that the “no injury” principle comes from 
the centre of the religion of ordinary people:  
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There is no commonly honest man who does not more dread the 
inward disgrace of such an action, the indelible stain which it would 
for ever stamp upon his own mind, than the greatest external 
calamity which, without any fault of his own, could possibly befal 
him; and who does not inwardly feel the truth of that great stoical 
maxim, that for one man to deprive another unjustly of any thing, or 
unjustly to promote his own advantage by the loss or disadvantage 
of another, is more contrary to nature, than death, than poverty, 
than pain, than all the misfortunes which can affect him, either in 
his body, or in his external circumstances (TMS, III.i.48). 
 
This reliance on shared moral judgment is something which we will 

come back to. A Smithian account of the story which Medema tells 
might focus on the growing interest in cases in which the natural liberty 
of individual action does not satisfy the just liberty condition. 

Medema’s title “hesitant hand” pays tribute to the phrase Pigou uses 
in 1935 to describe the ongoing discussion of the “invisible hand”—“All 
are agreed that many times the hand falters in its aim” (p. 68). It will 
surprise no one who has been following Medema’s work that Coase is a 
central figure in The hesitant hand and the celebrated evening at Aaron 
Director’s house at which Coase persuaded the economists of the 
University of Chicago that their Pigouvian analysis was wrong takes a 
star turn. The upshot of the Coasean episode is that we have learned to 
distrust any assumption of zero transactions costs. There is a puzzle 
here. Just about the same time that George Stigler was playing with    
the zero transactions costs “Coase Theorem” (pp. 111, 176) and its 
avowedly bizarre implications, he was introducing the positive costs of 
searching for prices to explain observed price dispersion (see Stigler 
1961). We know how seriously he and the Nobel committee took that 
argument! The puzzle of zero transactions costs gets more intriguing if 
one remembers the line of attack on “new welfare economics” he 
launched in his Knightian period. New welfare economics cannot be 
right, he argued, because we would not in fact pay thieves not to steal 
even though this payment might well satisfy the efficiency criterion, 
because it would violate our shared moral judgments (Stigler 1943;   
Levy and Peart 2008). But Stigler’s “Coase theorem” would in fact allow 
consumers to pay monopolists to behave competitively! So counter-
example is now theorem?  

What may surprise the reader—it certainly surprised this reader—is 
how neatly Medema rescues Pigou. Medema finds a drastic difference 
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between naïve Pigouvian analysis as confidently used in 1950s, which 
assumed away any cost of using the political process to correct 
externalities, and what Pigou was arguing in his lectures in the mid-
1930s, which was anything but naïve (pp. 67-72, 121-24). Medema’s 
research helps put Pigou’s much-neglected review of Friedrich A. 
Hayek’s Road to serfdom in context. Pigou took the link between central 
planning and totalitarianism as a central problem of the era but 
suggested that Hayek had the causal arrow pointed in the wrong 
direction. To have a real totalitarianism the state requires central 
planning (see Pigou 1944). Pigou’s rethinking of Hayek’s account is if 
anything less romantic than Hayek’s! In Pigou’s account we do not fall 
into totalitarianism in some unintended fashion, as some readings of 
Hayek suggest; rather, it is planned by those who control the state. 

Medema rightly pays a great deal of attention to the late lamented 
Thomas Jefferson Center at the University of Virginia, co-founded by 
Warren Nutter and James Buchanan. Not only did Coase pass through 
the Thomas Jefferson Center on the way to Chicago, but a major line of 
the economic analysis of the political process was restarted there by 
Buchanan, Gordon Tullock and their colleagues. If one appeals to the 
political process to correct market failure, it would be a good idea        
to know something about its properties. Unhappily, the post-war era in 
America was a period of ideological conflict in which economic research 
was a target. The individualist movement in the late 1940s and early 
1950s changed economic teaching by destroying the market for Lorie 
Tarshis’s textbook and presenting Paul Samuelson’s with a de facto 
monopoly (Samuelson 1997). Medema offers a dispassionate review of 
the role of a private foundation and the University administration         
in destroying one of the most creative research centers of that era     
(pp. 145-147). It took considerable managerial ability to let Coase, 
Tullock, and Buchanan walk away from the department.  

What was the fight all about? Even if we ignore the first round, 
simple ideological explanations do not work for the second. Nutter    
and W. W. Rostow were united across their obvious political divide 
against the “intellectual establishment” on how to model Soviet growth 
(see Levy and Peart 2011). Buchanan and John Rawls were separated 
ideologically but united (at a minimum) by a shared affection for Frank 
Knight’s version of economics in which rules of fair play—shared 
morals—trump efficiency (see Peart and Levy 2008). 



THE HESITANT HAND / BOOK REVIEW 

ERASMUS JOURNAL FOR PHILOSOPHY AND ECONOMICS 101 

Some of the fight may have been a simple unintended consequence 
of Buchanan’s and Tullock’s insistence that the same model of rational 
agency that characterized the economics of market activity be carried 
over to the economics of political activity. Here I note my commitment: 
it was this Buchanan-Tullock insistence on motivational homogeneity 
that got us thinking about the larger question of the classics’ analytical 
egalitarianism (Peart and Levy 2005; and 2008). Economic agents of    
the 1950s and 1960s were supposed to be motivated by material things 
whereas rewards carried by language such as praise and blame were 
assumed to be cheap talk and therefore without consequence. The fact 
that the classical economists embedded their agents in language was 
offered as a reason not to take their arguments seriously. 

Public choice analysis sliced through the literature because, by 
walking away from our past, neoclassical economists had forgotten how 
to deal with the sort of commons which democracy creates. The neglect 
of language-linked rewards does not have a symmetric impact on our 
ability to model markets and politics. Worry about the commons comes 
late in Medema’s story (pp. 131-139) when the founders of public choice 
theory in the 1950s noticed that democratic politics creates a  
commons. Anthony Downs’s (1957) development of rational ignorance 
and Tullock’s (1959) paper on self-interested voting in a fiscal commons 
are two particularly memorable contributions.  

What had been forgotten in that era was the half century of work in 
British economics after the commons problem exploded with William 
Godwin’s 1790s proposal to replace private property with a system of 
equality so that the poor could afford marriage. We have been arguing 
about how to read T. R. Malthus for two centuries without evidence of 
convergence so let us simply look at how Godwin rephrased Malthus’s 
challenge to the resulting divergence between private and social cost: 

 
It is true, the ill consequences of a numerous family will not come so 
coarsely home to each man’s individual interest, as they do at 
present. It is true, a man in such a state of society might say, If my 
children cannot subsist at my expense, let them subsist at the 
expense of my neighbour (Godwin [1801] 1993, 204). 
 
Is there a clearer statement of the social dilemma of a commons 

extant? 
Any Malthusian then who wished to defend a commons would need 

to propose something to replace material incentives, just as Godwin 
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realized in his first response to Malthus. Of course, here is where          
J. S. Mill enters when he proposed that public opinion and the rewards 
of approbation could replace private markets. It speaks well of both of 
them that Ludwig von Mises singled out Mill’s defense of socialism as 
the one worth considering (see Peart 2009). 

Mill does not simply stop there. He offers a most acute analysis      
of the economics of competitive democracy in a brief discussion of 
elections in 1865. The question on the table was whether voting should 
be transparent or secret. Mill applied Malthus’s logic to the great 
commons of politics. Here, no one has a private material interest to act 
in accord with what one believes to be the public interest.  

 
That minute benefit is not only too insignificant in amount, but too 
uncertain, too distant, and too hazy, to have any real effect on his 
mind. His motive, when it is an honourable one, is the desire to do 
right. [...] It is possible, indeed, that he or his class may have a 
private interest acting in the same direction with the public interest, 
as a man who has speculated for a fall in corn has an interest in       
a good harvest; and this may determine his conduct. But, in that 
case, it is the private interest that actuates him, not his share of the 
public interest (Mill 1865, 1214). 
 
If voting is motivated by our judgment of the public interest, what 

institution offers the most effective incentives: transparent or secret 
voting? Mill drew the conclusion that if one’s vote were transparent, it 
would be more influenced by considerations of praise and blame than   
if it were secret: 

 
Since, then, the real motive which induces a man to vote honestly is, 
for the most part, not an interested motive in any form, but a social 
one, the point to be decided is, whether the social feelings connected 
with an act, and the sense of social duty in performing it, can be 
expected to be as powerful when the act is done in secret, and he 
can neither be admired for disinterested, nor blamed for mean and 
selfish conduct. But this question is answered as soon as stated. 
When in every other act of a man’s life which concerns his duties to 
others, publicity and criticism ordinarily improve his conduct, it 
cannot be that voting for a member of Parliament is the single case 
in which he will act better for being sheltered against all comments 
(Mill 1865, 1214). 
 
This facility with the incentives in both private and commons 

perhaps explains why Mill’s analysis of externalities is singled out by 
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Medema for particular attention (pp. 33-42). Mill, it might be noted, also 
took the compensation principle as practiced in the Act of Emancipation 
as a paradigm for legal reform. Indeed, Mill’s discussion of the problem 
of Irish property rights can be seen as an analysis with a laser-like focus 
on the divergence between private and social benefits (see Peart and 
Levy 2005). 

One episode missing from Medema’s account is Buchanan’s 
Knightian criticism of the application of the Arrow impossibility 
theorem, the subject of Amartya Sen’s presidential address (Sen 1995). 
Here and elsewhere Sen speaks to the connection between public choice 
and social choice theory.  

Let us not close on a gap. Anyone with research interests that 
concern the correction of market failure by political methods or who 
wonders whether to trust the oral tradition of economics to get it right 
should read Medema’s book in the near future. We are going to be 
talking about Medema’s book for a very long time. 
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This thick volume brings together 58 short articles or entries on the 
theme of diagrammatic exposition in economics. The book is divided 
into three parts, and is opened by a significant introduction of about 
twenty pages in which the two editors provide an overview of the 
general spirit in which the book was conceived and produced, as well   
as a short history of the use of figures and diagrams in economics.       
In the latter, they give some insights into periods—that is, basically,  
pre-1870—that are not covered in the book, which focuses on modern 
economics. Following the introduction, there is an interesting appendix 
that lists curves/diagrams in chronological order of their “discovery”, 
together with the name of the first economist to draw them (pp. 20-23). 

Part I discusses figures used in a partial equilibrium setting and 
makes up about half the entries (28/58). These are in turn separated 
into three themes: “basic tools of demand and supply curve analysis”, 
“welfare economics”, and “special markets and topics”. Part II is centred 
on “general equilibrium analysis” (17 entries) and divided into the 
themes of “basic tools” and “open economies” (i.e., international      
trade theory). Part III explores figures used in macroeconomic theory  
(13 entries). The first theme is “macroanalysis and stabilization”—a title 
which I found slightly awkward for entries that are almost all (8/9) 
dedicated to macroeconomic equilibrium diagrams of one kind or 
another.1 The second theme is “growth, income distribution and other 
topics”. 

Reading this book certainly provides interesting insights on a 
number of aspects related to the use of geometry in modern economics. 
However, as an historian of economics who has developed an interest in 

                                                 
1 By the way, I am of the opinion that it would have been more accurate to classify the 
Laffer curve under growth and income distribution than macroanalysis. 
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visual representations in economics I must say that I have been 
disappointed. Some entries provide absolutely no historical background. 
Most of them adopt the awkward procedure of presenting the history of 
the figure in the last section, which gives the impression that this was a 
kind of afterthought that has nothing to do with the analytical 
developments linked to the figure(s). Moreover, these short ‘historical’ 
abstracts are mainly concerned with providing a chronological time-line 
and giving the names of the economists who contributed to each 
diagram/theory. They therefore fall short of any real historical inquiry, 
though they may provide a useful guide for those who are willing to 
invest some time in a more historical type of reconstruction. 

I must immediately qualify this judgment because it is somewhat 
unfair to the editors (and authors) who make it clear that the aim of   
the volume is not only or even primarily historical. Its first aim is        
“to provide an account of the role of each of the chosen figures and 
diagrams in economic analysis” (p. 1). This point is clearly underlined  
by the fact that the editors commissioned a significant number of noted 
theoreticians to discuss figures they themselves had either developed or 
helped to inscribe into theoretical debates, including William Baumol, 
John Chipman, Avinash Dixit, Nanak Kakwani, Anne O. Krueger, Richard 
Lipsey, or Yew- Kwang Ng.2 

One thing that struck me is the similarity and sometimes even   
strict replication that one finds in some of the microeconomics          
and international economics diagrams.3 In some cases the same 
figure(s)—differentiated only by their captions and surrounding text—
can mean something completely different from an economic point of 
view. It seems to me that this fact underlines the highly abstract 
character of some if not most of the diagrams used by modern 
economists, as well as their fundamentally illustrative character.        
The large majority of the diagrams which are presented do not contain  
a specific meaning by themselves; they are just useful aids to present a 
theory or some of its aspects. 
                                                 
2 This preference for theoreticians may be criticized in at least one case: Kakwani’s 
contribution on the Lorenz curve is of limited interest and might have been done 
better by someone else, such as Derobert or Thierot (who have written a nice historical 
and methodological article on the subject, see Derobert and Thierot 2003). This 
reminds us that the theoretician is not necessarily the person best able to provide a 
methodological or historical reflection on the figures that he created or helped to 
create. 
3 Compare, among other examples the ‘utility-possibility frontier’ (entry 34) and the 
‘phase diagram technique for analyzing the stability of multiple-market equilibrium’ 
(entry 37); or the Stolper-Samuelson box (entry 40) and Edgeworth box one (entry 31). 
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This point is further underlined by the fact that in several entries, 

the source of the diagram printed is not given and the author introduces 
it in very general terms, as on page 44 where one diagram is captioned 
simply as “an indifference map”. In that case, due to the simplicity of 
the figure, there is probably little reason to argue with such a procedure. 
In other instances, I am not sure that the reader does not in fact lose 
much information by this off-hand approach. Let us take for example 
figure 5.1, “Hicks decomposition” (p. 59). The author of the entry, Hans 
Haller, mentions in passing that “a figure similar to Figure 5.1 is already 
contained in Mosak (1942, Fig. 2)”. Well, what does “similar” mean here? 
Is it that a new figure has been produced to evade copyright issues?    
Or are there significant differences between figure 5.1 and Mosak’s and, 
if so, are they mostly visual or do they involve as well some variance    
at the theoretical level? Likewise in many entries, we are told that the 
figure given is the “typical textbook presentation”.4 In another case,     
we are presented with an ‘updated’ version of an historical diagram 
(entry 16). 

The point I want to make here with all these examples is that in 
most of the entries, the precise source of the figure or its visual details 
do not matter that much for the author(s). They want to discuss          
the theories that the diagram illustrates, not the figure itself. Such an 
attitude casts a shadow over the whole project of the book. What is the 
point of collecting all these figures and diagrams if most of the text is  
in fact dedicated to presenting and discussing the theory? To put it 
bluntly, I believe that a more appropriate title would have been:             
A compendium of economic theories which have been illustrated by 

famous figures and diagrams. This title would have better expressed 
both the qualities and the limits of the book before us. On the other 
hand, I am not sure that it would be the right way to create a public for 
this book. 

Let me end on a positive note. The entries are—as one would 
expect—quite diverse both in style and in content. As judgments in this 
regard are always subjective and depend a lot on one’s personal interest, 
I will simply mention one that strikes me as particularly worthy of the 
attention of readers: the entry on the Fleming-Mundell diagram (no. 48). 
In their very subtle and detailed historical reconstruction of this 
diagram, Russell Boyer and Warren Young have been careful to compare 
                                                 
4 See, among other examples, entries 8, 13, and 15. 
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the figure and the theory systematically. What I found particularly 
interesting is that they point out instances where the two differed in 
significant ways. Indeed, their article shows how intricate the analysis 
can be when one considers the evolution of the figure and the theory 
(equations and text) in parallel rather than from the perspective of only 
one of them. It seems that the history of the Fleming-Mundell diagram 
might be one these cases where the figure itself played a role in the 
dynamics of a theory’s evolution. 
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This book is the outcome of a conference in 2009 initiated by Paul 
Oslington and is a very welcome contribution to a highly interesting 
subject: how Adam Smith’s economic analysis and moral philosophy is 
embedded in his theological world view. The various papers bundled in 
this book deepen our understanding of Smith’s theories and well known 
concepts he employs, like the invisible hand and impartial spectator. 
Anyone interested in the philosophy and economics of Adam Smith will 
find it very illuminating. 

 
THE RELEVANCE OF THIS BOOK 
Deepening our understanding of Smith’s moral philosophy is especially 
relevant today because, in the aftermath of the economic crisis, many 
economists and policy makers are again reflecting on the moral basis of 
the free market. This has revived interest in Adam Smith because he     
is not only known for being the father of economics, but also for 
embedding economics in a broader framework of moral philosophy.    
As a moral philosopher, Adam Smith developed important theories 
about how commercial society could develop while maintaining and 
simultaneously developing a moral framework that could assure 
harmony. Given the dramatic collapse of the market economy in the last 
few years, putting the welfare and peace of Western society in danger,   
it is highly relevant to analyse where the current economic system 
(including the practices of bankers) may have gone off track and how 
this may be related to a lack of balance in economic and ethical values. 

However, in order to understand how and to what extent Smith’s 
moral philosophy might help us understand the shortcomings of the 
current economic system and identify opportunities for enhancing both 
its moral basis and economic functioning, one cannot disregard the 
overall world view of Adam Smith and, consequently, his theology.     
For this purpose, this book is very timely and helpful.  
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STRUCTURE OF THE BOOK 
In order to understand Smith’s theology, the book first discusses several 
distinct influences on Smith, including Augustine, Calvin and Calvinism, 
natural law, and the British tradition of scientific natural theology.     
The second part analyses various aspects of Smith’s theology such as 
providence, the invisible hand, Smith’s theodicy, and the impartial 
spectator. Most contributions are interesting and well informed, and go 
beyond the better known citations to discuss lesser noted passages 
from Smith’s works that nicely clarify his theological position.  

The involvement of so many authors in so short a volume has 
advantages and disadvantages. On the one hand, one gets a rather 
complete picture and a sense of the degree of academic consensus       
in judging Smith’s theological position. On the other hand, since the 
authors have such limited space, the analysis is sometimes rather 
sketchy (though the reader is often referred to lengthier treatments of 
the issues elsewhere).  

It would have been interesting if the book would also have dealt 
more systematically with the affinities and differences between Smith’s 
Christian theology and the different theological positions in today’s 
churches (Calvinist, Lutheran, Catholic, Evangelical, Ecumenical, and    
so forth). This would have enabled the general reader to map Smith in 
relation to the various contemporary Christian approaches to economic 
order and policy, and also helped readers from different ecclesiastic 
traditions to understand the extent to which Smith is still applicable  
and informative for their theological position.  

It might also have been better to involve more theologians in the 
project. Although the present authors provide good and informative 
analyses, only a minority of them seem to be professionally trained in 
theology, as far as I can see from the list of contributors. This may 
diminish the theological depth of the analysis. 

 
DISCUSSION OF INDIVIDUAL CONTRIBUTIONS 
The book starts off with a good introduction by Paul Oslington. He 
argues that the presumption of a theological dimension to Smith’s work 
is justified by the many (403) references to God in his published works, 
of which 30% are explicitly Christian and 39% implicitly Christian. 
Oslington describes four types of influences on the theological content 
of Smith’s work: Stoicism, Scottish Calvinism, British Scientific natural 
theology, and natural law, and argues that the second and third are 
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probably the most important ones. However, Oslington neglects a 
seemingly central issue. How significant was Smith’s theology to his 
moral and economic analysis? For example, what service did Smith’s 
theological doctrines perform in his theories that would have caused 
him problems if he had left them out entirely? Benjamin Friedman’s 
short contribution is somewhat disappointing. Firstly, in contrast to 
what he states, the idea that self-interest might have broader beneficial 
consequences was already well known before the 18th century.           
For example, in 1656 Joseph Lee argued in A vindication of a regulated 

enclosure that the public interest would be served if everybody were 
able to act in accordance to his or her self interest. Secondly, Friedman 
links the rise in economic thinking to the decline of orthodox Calvinism. 
That seems to conflict with the contribution of Blosser showing the 
continuity between orthodox Calvinism and Smith. Thirdly, one can 
question to what extent the transition from pessimistic (Calvinist) to 
more optimistic theological doctrines has really contributed to a 
realistic view on the economy. The credit crisis indicates that a bit more 
pessimism about human nature is not unrealistic, and so Calvin’s 
theology (and economic insights) may still be very fruitful for 
identifying the shortcomings of modern economics (Graafland 2010). 
Fourthly, it would have been interesting if Friedman had worked out in 
more detail his thesis that the religious resonances in Smith’s writings 
have significant implications for a variety of ongoing debates about 
economics and economic policy today. Because it does not seem that 
obvious. 

John Haldane gives a nice sketch of the fragility of Smith’s theology. 
On the one hand, there are indications that he remained a believing 
Christian throughout his life and adopted natural theology. On the other 
hand, he was moving away from a theologically rooted form of ethics 
towards a naturalist foundation in a theory of human nature, although 
he retained some confidence in certain natural-theology claims. Haldane 
provides evidence for this development both from Smith’s life and his 
Theory of moral sentiments (TMS henceforth), which suggest that Smith 
ended up close to ethical naturalism.  

Eric Gregory describes an interesting parallel between Augustine and 
Smith (notwithstanding their important differences, on which see also 
the contributions of Harrison and Pabst). Both are markedly disinclined 
to pursue the modern quest for a universal ethic based on reason 
because as virtue ethicists they both assume that relationship-based 
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sentimental sources, like love and sympathy, are fundamental to moral 
order. This contrasts with modern liberal political philosophers, such   
as Hannah Arendt or John Rawls, who criticize personal morality as a 
basis for politics and want to make justice independent of sentiments. 
Of course, Smith and Augustine differ in their approach to virtue ethics: 
Smith grounds moral authority in a relational self that is responsive to 
the judgements of others, whereas Augustine perceives virtue as a    
God given characteristic. But Gregory suggests they can both offer an 
important alternative to the ‘cold’ liberalism that supposes that society 
only needs just institutions, not love or sympathy.  

Joe Blosser develops the thesis that Smith articulates a 
multidimensional view of human freedom that is broader than            
the dominant notion of freedom as the absence of coercion so often 
stressed by economists. In his view, Smith also included a notion of 
freedom as the power to pursue the ends for which God created 
humans. According to Bossler, this becomes clear when one researches 
the link between Smith and Calvinism. Both defend the providence       
of God that steers human actions towards the good and lets them 
participate in God’s plan. Both Smith and Calvin hold that humans can 
be freed from moral laws, that conscience, not the moral law, has the 
final word. Bossler does not deny the differences between Calvin and 
Smith. For example, that in Calvin’s theology freedom from the moral 
law is justified by faith; whereas in Smith’s theology freedom is founded 
in the conscience of the truly virtuous. More significantly, in Calvin’s 
view the core value that human freedom should aim at is the glory of 
God and enjoyment of Him, whereas Smith’s final goal is human 
happiness only. As Blosser puts it, “Smith writes of a God made for 
humans, not of humans made for God” (p. 56). Blosser does not explain, 
however, whether this crucial difference drives a wedge between the 
concepts of freedom held by Calvin and Smith. 

In chapter 5, Oslington works out the theological meaning of the 
well known Smithian metaphor of the ‘invisible hand’. He correctly 
shows that Smith’s use of this concept has roots in natural theological 
accounts of divine action and providence. Oslington illustrates his   
point by several citations from TMS and The wealth of nations           
(WN hereafter) that are very clearly connected to the British natural 
theology tradition and suggest that, in this, Smith was inspired by 
Newton.  
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Oslington also introduces a distinction between general and special 
providence, meaning that God’s care is expressed in the regularity of the 
universe and in God’s irregular acts, respectively. Oslington argues that 
the metaphor of the invisible hand as used by Smith refers to special 
providence, but his argument is very sketchy. If the distinction is 
relevant at all, I would rather argue for the opposite, as Smith’s invisible 
hand operates on a regular rather than an incidental basis and is 
structurally related to the nature of man and various constants in 
human interactions. Oslington is right that the invisible hand cannot   
be equated to the market or price mechanism, but his argument that the 
operation of the invisible hand only applies to certain cases is not 
convincing. As far as I know, Smith nowhere limits the operation of the 
invisible hand, for example to a specific type of people or the fulfilment 
of specific conditions (as is often the case for special providence in 
theology). On the contrary, as is evident from Harrison’s discussion of 
Smith’s use of the invisible hand and divine watchmaker metaphors,   
the invisible hand “overrules all events to ends suitable to the highest 
wisdom and goodness” (p. 86). 

In his chapter on natural theology Peter Harrison describes how at 
the end of the 17th century some aspects of the natural and social 
world, which had always been perceived as evidence of original sin, 
came instead to be regarded as evidence of God’s providential design. 
Harrison shows how the principles that informed Smith’s approach were 
commonplace in early modern natural theology (for example in the 
writing of Matthew Barker) and it is likely that Smith used them in a 
similar way. Thus, whereas Augustine interpreted self-love as the 
characteristic vice of citizens of the earthly city, Smith regarded it a 
natural characteristic and evidence of God’s providential design.          
To me, this analysis is very convincing and I think Harrison is right 
when he concludes that Smith’s thinking was strongly influenced by 
considerations of natural theology. 

In another well written chapter James Otteson elaborates on Smith’s 
use of the term ‘impartial spectator’. Otteson compares this to Milton 
Friedman’s interpretation of economic assumptions as idealizations 
whose strict falsehood is irrelevant (Friedman 1953). Likewise, we are 
able to understand human moral behaviour if we assume that people 
have a conception of morality such that they think that an action is right 
if it would be approved by an impartial spectator. The impartial 
spectator stands for two ideal conditions: being fully informed and 
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disinterested (p. 94). Addressing the origins of the impartial spectator, 
Otteson refers to Parts I-III of TMS and sketches its gradual development 
from the narrow perspective of a child to the generalized perspective 
that the well-socialised individual develops through his experiences of 
what other actual spectators have approved or disapproved of in various 
circumstances. The connection with God is that the impartial spectator 
thus developed, although fallible, generates standards of social 
judgment that are as close to an idealized perfection as could be hoped 
for from limited and fallen creatures. And this is itself a reason to 
believe it is an aspect of God’s providence. 

Brendan Long defends the thesis that Smith’s theism is genuinely 
Christian, as evidenced particularly by his emphasis on The Golden 
Rule.1 People do not arrive at such ethics because they are naturally 
altruistic, but rather through natural and social mechanisms that 
constrain and direct self-love. Excessive self-love is overcome by the 
countervailing forces of sympathy and the judgement of spectators,  
and by considering the negative unintended consequences it may have 
(prudence). The realisation of a decent social order is therefore not the 
result of individuals’ virtues (which Smith considered to be rare), but 
rather of this kind of reciprocal mechanism. The ultimate cause behind 
this is the Divine providential will.  

After this excellent exposition, Long notes the contrasts between 
Smith and traditional Christianity. In particular, because of his natural 
theology, Smith tends to elide the problem of evil. All evil is only partial 
and is turned to the good by the providential care of God. He does not 
consider the possibility that evil will not be corrected. Here Long makes 
clear that Smith can be regarded as an optimist, because there is no 
logical reason why positive unintended consequences would necessarily 
overcome either the negative intentions behind human behaviour or its 
negative unintended consequences. It could be that self-love drives 
pervasive evil in society. This shows that Smith is clearly a child of     
the positive mood of the early modern period; there is no place for the 
darkest depths of human nature. I strongly agree and I think this should 
also make us alert that we may need more than Adam Smith has to offer 
to revive proper attention to morality in economics. 

                                                 
1 See, for example, the passage: “As to love our neighbour as we love ourselves is the 
great law of Christianity, so it is the great precept of nature to love ourselves only as 
we love our neighbour, or what comes to the same thing, as our neighbour is capable 
of loving us” (TMS, I.I.44). 
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Adrian Pabst’s contribution also considers Smith’s natural theology 
and its differences with Augustine’s. A new element in his interesting 
but difficult chapter is his analysis of Smith’s position regarding the role 
of civil organisations in society. Pabst shows that Smith opposed the 
idea that intermediary organisations are indispensable for public well 
being. Pabst refers to the well know passage wherein Smith criticizes 
meetings of people of the same trade for leading to price-fixing 
agreements (WN, I.10.82). Pabst does not offer, however, an analysis     
of the actual societal role of those intermediary organisations (like 
university colleges and guilds) in Smith’s time, which might have 
supported Smith’s critical attitude. Nevertheless, his analysis shows   
the limitations of applying Smith to the modern economy, because 
nowadays the positive role of societal associations is well recognized, 
and even business organisations are considered important in organising 
self regulation.  

Ross Emmett also gives a good description of Smith’s concept of   
the impartial spectator as a natural basis for moral judgement (see also 
Otteson’s chapter). He provides an interesting and relevant description 
of how the impartial spectator differs from what he calls ‘the man of 
system’. Unfortunately, he does not discuss its relationship with Smith’s 
theology.  

One may wonder, for example, whether Smith’s naturalistic account 
of morality risks degenerating into an entirely relativistic account. 
Maybe that is why Smith links the impartial spectator explicitly to   
God’s providence, thereby providing a reason to believe that the 
morality thus developed is a good morality. But, as the Bible shows,  
God may also allow people that reject him to be led astray by their    
own wisdom (Rom. 1: 28-32). In this way God punishes them for not 
acknowledging Him as God. That means that God’s providence does not 
necessarily lead to good morality. 

The book closes with a very nice chapter by Paul Williams. First,     
he presents an informative and convincing analysis of the difference in 
anthropology between Adam Smith and both modern economics and 
utilitarianism. But then he notes, rightly, that Smith is not entirely 
consistent. Indeed, as I describe elsewhere (Graafland 2007), Smith    
also defends divergences from virtue ethics by applying utilitarian 
considerations, suggesting that, in the end, he is a utilitarian rather than 
a virtue ethicist. Williams derives an important conclusion from the well 
known passage on the invisible hand in TMS, namely that Smith himself 
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had not fully reckoned on the possibility that a society built on 
predominantly utilitarian motives could systematically undermine 
virtue. Finally Williams makes a plea for a consistent theological 
reorientation of economics that adopts a teleological notion of the good, 
of which Smith’s theology falls short. 

 
CONCLUDING REMARK 
Taken together this book provides us with a very interesting picture of 
Smith’s theology and its relationship with his moral philosophy and 
economics. At the same time, this picture shows us that Adam Smith’s 
theological worldview will not provide us with all the answers we need 
to meet today’s economic challenges. On the contrary, it leaves ample 
room for further critical reflection on the current economic order from a 
Christian or theological perspective. 
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When thinking about the concept of ‘group agency’, a number of 
questions come to mind. We may wish to ask, in the first place, whether 
it is even legitimate to consider a group as an agent. Is it not just a 
linguistic shortcut to attribute knowledge, or even action, to a group,  
for example when we claim that a research centre has mapped the DNA 
of a new organism? The first and foremost task that List and Pettit 
undertake in the book being reviewed here is to explain why we should 
consider certain groups as agents. The authors defend the claim that 
some groups, just like individuals, satisfy all the conditions for being an 
agent. That is, to possess a world view, to have a set of plans or desires 
as to how the world should look like, and to have the capacity to bring 
actions about in order to change the world so that it looks (more) like those 
plans. 

List and Pettit defend a version of non-reductionism for group 
agents that does not imply the existence of emergent properties of 
groups over and above those of the individuals. The problem of whether 
groups can be considered autonomous agents is not new, but the major 
contribution of this book is in bringing together a number of very 
powerful analytic tools (among others, social choice theory and Bayesian 
epistemology), as well as concepts from philosophy of mind and moral 
theory, which allow the authors to tackle some of the most pressing 
questions on group agency. The authors intend the book as a “pilot 
project” (p. 16) insofar as it shows dead ends as well as open paths for 
the research on group agents to follow. 

List and Pettit start the discussion with a bird’s eye view on group 
agency: what the concept implies, what the literature has said about the 
concept before, and which methodology the authors are adopting.     
The authors choose to work from the viewpoint of a “design stance”    
(p. 13), that is, to identify the limits upon and possibilities for a group to 
function as an agent, given its structure (its design). The choice allows 
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the authors to make extensive use of mathematical tools for analyzing 
the logical space of group agency: which functions a group can and 
cannot logically perform, given its composition and decision making 
design. In what follows I offer a critical summary of the three main 
sections of the book: “The logical possibility of group agents” (chapters 
1 to 3); “The organizational design of group agents” (chapters 4 to 6); 
and “The normative status of group agents” (chapters 7 to 9). 

Chapter 1 of the book provides a “basic account of agency” (p. 19) 
and agents are defined as those systems possessing the set of three 
features mentioned above. This first part of the book embeds the 
assumption of functionalism in List and Pettit’s project: Agents are not 
defined in terms of the material properties they possess, but rather      
in terms of the functions they perform. While this may be viewed as    
an innocuous methodological choice, one must note that it begs          
for justification, something a scrupulous philosopher may expect.     
The major challenge that arises from the first chapter is how can a 
group, whose individuals likely hold diverse and possibly conflicting 
attitudes (beliefs, desires, and the like), form a single and coherent set 
of such attitudes as required by the definition of group agency?  

Chapter 2 takes up the challenge just mentioned and conducts a 
systematic analysis of the problem of aggregation; most of the results 
are presented rather informally, and the authors make extensive 
reference to their previous work on attitude aggregation. The first 
highlight of this chapter is the fact that a group satisfying four 
postulated conditions (universal domain, collective rationality, 
anonymity and systematicity) is logically impossible. This, however,      
is only of relatively minor interest because the investigation moves 
beyond the impossibility result to find ways out of the impasse. Group 
agents are still logically possible, as long as we are willing to relax some 
of the assumptions. According to List and Pettit, there are very 
reasonable ways to do that. The authors favour relaxing systematicity as 
a way of avoiding the impossibility result, and they suggest a premise-
based procedure as an optimal aggregation function that would allow a 
group to transform a multitude of individual attitudes into a collective 
one. When the group votes on logically interconnected propositions  
(e.g., A and B, where it holds that “(A & B) → C”), then use of the 
premise-based procedure implies that agents vote on the premises; 
consequently, the group arrives at a collective decision by counting the 
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votes on the premises, and taking the conclusion that follows logically 
from those. 

Chapter 3 takes up the problem of the logical relation between a 
group agent and the individuals who are part of it. Is the former 
reducible to the latter? Or are the two independent? In which sense of 
independence? List and Pettit show that the relation between a group 
agent and its parts (the individual agents) is one of supervenience.  
There are, however, several possible supervenience relations. As in the 
previous chapter, the authors explore the logical space of the problem 
and identify those supervenience relations which are most appealing 
because they satisfy a number of desiderata. As it turns out, group 
agents in List and Pettit’s account are not metaphysically autonomous; 
but they are autonomous in the epistemological sense: In most cases,    
it is impossible to reconstruct the individual attitudes of the members 
of a group starting from the collective attitude of the group itself. In 
this sense, the supervenience of a group agent on its parts guarantees 
its epistemological autonomy. 

This account of agency, the authors claim, is superior to both 
reductionist accounts (whereby any attitude attributed to a group is 
nothing more than a shortcut for attributing it to its component 
individuals taken singularly), and emergentist ones (according to which 
the group is something altogether different from its members). It is 
superior because it justifies the autonomy of a group agent in an 
unmysterious way (pp. 73-78), that is, without postulating collective 
objects or collective forces metaphysically subsistent over and above  
the individual ones. 

A critical note to this section is that List and Pettit are perhaps     
too cautious on the metaphysical implications of defending the 
supervenient independence of group agents. Suppose we were to 
compare a “mere collection” (p. 31) to a group agent; while the former, 
according to the authors’ account, is reducible to its individuals without 
loss of explanation, the latter cannot be explained in the same way.       
It must be noted however, that a group agent in List and Pettit’s sense is 
not even metaphysically identical with a mere collection. Let us consider 
a concrete group that would most likely fit the authors’ definition of   
an agent: the Bank of England’s Monetary Policy Committee.  

The Monetary Policy Committee is in an unmysterious way different 
from a group of economists meeting at a conference dinner. The 
Committee’s existence is sanctioned by British law, it has a written 
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statute, its members meet periodically, deliberate, and vote; moreover, 
its decisions have a legal status, and so on. In short, the Monetary Policy 
Committee has a number of features that make it unmysteriously 
different from the collection of its members (economists and bankers) 
when they meet at a restaurant for a casual dinner. It is thus reasonable 
to claim that the group agent considered in this example is not only 
epistemically independent from the mere collection of its members, but 
also metaphysically independent, if we consider properties such as 
‘possessing a statute’ or ‘possessing a voting mechanism’ as legitimate 
ones. Those properties, to my mind, mark the difference between the 
group (as an agent) and the mere summation of its parts (the individual 
agents), and are sufficient for justifying the irreducibility of the 
Committee to the mere collection of its members. 

The second part of the book focuses on specific organizational and 
design features imposed on a group in order for it to satisfy a number 
of desiderata. In chapter 4 the desiderata are epistemological. For 
example, we may impose the desideratum that a group should state the 
truth of a certain proposition X when X is in fact true, or that it should 
claim that X is false when X is in fact false. It is important to note that 
different voting functions satisfy the desiderata to different degrees. 
Moreover a given voting function may satisfy a certain desideratum to   
a different degree than it satisfies another. List and Pettit investigate 
which functions satisfy which desiderata better by use of Bayesian 
probability theory.  

Agents with epistemic desiderata only, however, are of a highly 
idealized type. In chapters 5 and 6 the authors introduce some more 
demanding conditions which make the agents they postulate resemble 
real world agents more closely. In chapter 5 individual agents have more 
than one dimension of motivations (e.g., truth-seeking and conformism), 
and can behave strategically. The authors discuss the incentive-
compatibility desideratum by means of game theory. In chapter 6 
another desideratum is introduced, the control desideratum. For this  
the authors outline another impossibility result and suggest possible 
ways out of the impossibility. 

The final part of the book takes up the issue of the “normative 
status of group agents”. The question it tries to answer is when and to 
what extent can groups be held responsible for their actions. Here List 
and Pettit distinguish between two separate reasons for holding agents 
responsible for their actions. On the one hand, agents can be held 
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responsible instrumentally, that is, in order to regulate their operations 
and make them criminally liable when they deviate. On the other hand, 
one may wish to hold an agent responsible in order to create an 
incentive for that agent to take responsibilities upon him or herself;   
the authors, borrowing the term from David Garland, call this the 
practice of “responsibilization”. Similarly, List and Pettit argue, a group 
agent should be held responsible for such formative reasons: that is, to 
establish a structure of checks and balances in the group, so that no 
members free-ride on the work of others, or try to hide their personal 
responsibilities behind that of the collectivity. 

But are groups fit to be held responsible? List and Pettit’s answer    
to this question is, in general, positive, at least provided that the groups 
satisfy those conditions for moral responsibility that are normally 
imposed on individual agents. That is, when faced with a normatively 
significant choice, being able to evaluate normative judgments and 
having the power to act and choose between moral options (p. 158). 
Elsewhere Pettit has made slightly bolder claims as to the linkage 
between group agency and group responsibility, claiming that the 
former entails the latter (see Pettit 2007). In Group agency the authors 
do not go so far, at least not explicitly, even though it is clear that their 
three conditions for agency go hand in hand with those for 
responsibility. A minor remark is in place here. One might wish that   
the conditions for moral responsibility in this section were argued for to 
a greater extent; even though it was the choice of the authors to just 
postulate what seems to be a reasonable account of moral responsibility 
in three simple conditions, and one that fits well with the conditions for 
agency postulated earlier in the book. 

Aside from those I have discussed, the book covers a number of 
other topics which do not find space in this review. It should also         
be noted that the book is hardly a self contained one: Most of the 
arguments and formal results presented in the text are based on 
numerous papers previously written by the authors, who often refer   
the interested reader to those, as well as to the other references in their 
extensive bibliography.  

To conclude, I cannot but warmly recommend this book to anyone 
who is interested in the specific topics that the book analyzes, but also 
to anyone who is generally interested in questions of how committees, 
organizations, and corporations work; what criteria should enter into 
the design of those groups; and what one should think about when 
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trying to understand, and perhaps to improve, the structure and 
functioning of a group. While one will not find case studies or anything 
similar to a hands-on manual for corporations in this book, it does 
provide the all too precious logical structure of the problems which 
group agency involves; what tools are available to tackle them; and what 
mind frame one should assume when thinking about a corporation that 
is meant to function like “the many as one” (see List and Pettit 2005). 
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The mid-1990s saw the methodology of economics increasingly turn 
away from epistemological issues as developed by Popper, Kuhn and 
Lakatos with regard to the natural sciences. Philosophy of economics 
was by then moving in refreshingly new directions in a spirit of 
reflection and re-evaluation which helped dispel the stale air of the     
old rules and criteria bound methodological debates. One of these new 
projects was a re-awakening of philosophical interest in the basic nature 
of the subject matter of the social world, and the related questions of 
how economists theorize about it and whether or not the methodology 
of economics was appropriate to its subject. This new project put 
ontological realism at the foreground of research in the philosophy of 
economics.  

Despite sharing a common concern with ontological issues, at an 
early stage the project split into two distinct programs headed up by 
Tony Lawson and Uskali Mäki respectively. Mäki pursued a more neutral 
program of conceptual analysis and clarification to examine how       
and why economists theorize in the way that they do, such as           
their commonplace acceptance and use of false theoretical assumptions, 
without directly criticizing or offering methodological advice.               
By contrast, Tony Lawson subjects what he regards as the mathematical-
deductivist methodology of mainstream economics to a comprehensive 
and radical re-evaluation informed by the ontological presuppositions of 
critical realism. The insights of critical realists such as Roy Bhaskar are 
familiar to academics in other social sciences such as sociology, but as 
applied by Lawson it has given economists something of a wake-up call 
regarding their often taken for granted ontological and methodological 
presuppositions. 

Tony Lawson’s critique of mainstream economics was set out 
systematically in his Economics and reality (1997). This was followed by 
Reorienting economics (2003) which tries to establish common ground 
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with heterodox thinking in economics and other social sciences and 
encourages a fundamental change of perspective in the methodology of 
the mainstream. The ten contributors to Edward Fullbrook’s volume all 
apparently agree with Lawson on at least some of the basic ontological 
and realist issues (not necessarily the same ones) examined in these two 
books, but are unhappy with various other aspects of his critique and 
suggested reorienting of the mainstream.  

The ten contributors to the volume, introduced alphabetically in the 
book in order not to create the impression that any particular critic       
is more important than another (with their central concerns in 
parentheses) are: Bruce Caldwell (defends the usefulness of “basic 
economic reasoning” by mainstream economics); Bjørn-Ivar Davidsen 
(questions the philosophical underlabouring role of critical realism as a 
precursor to or substitute for more substantive scientific theorizing  
and more concrete empirical application); John B. Davis (questions 
Lawson’s characterization of heterodox economics and the criteria used 
for differentiating it from orthodox economics); Paul Downward and 
Andrew Mearman (Lawson’s critique fails to give much practical 
guidance to research in economics, which can be remedied by adopting 
their principle of triangulation); Bernard Guerrien (the choice of grossly 
distorted assumptions about households and firms used in formal 
economic model-building is conditioned by ideological preferences that 
are impervious to the arguments of ontologists); Geoffrey M. Hodgson 
(given that strict local closures and event regularities are rare in open 
economic systems, Lawson’s critique of formalism in economics is too 
limiting in arguing that the mathematical-deductivist method which 
requires such event regularities is inappropriate and likely to fail);  
Bruce R. McFarling (epistemology may be more successful than ontology 
in showing how and why mainstream economics should be reoriented); 
David F. Ruccio (argues that Marxism and postmodernism are powerful 
alternatives to the critical realist critique of the mainstream and 
suggests that no single ontological theory is likely to unify the different 
heterodox approaches in this regard); Irene van Staveren (contests 
aspects of Lawson’s support for feminist issues in economics and notes 
that his anti-formalist position may stymie feminists wanting to explore 
such issues using formal modelling techniques); Jack Vromen (argues 
that Lawson’s confidence in the ontological presuppositions of critical 
realism and analysis of deficiencies in mainstream economics is 
misplaced, suggesting that we should rather regard critical realism as an 
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example of “conjectural revisionary ontology” which could be used 
heuristically to develop more substantive theoretical and empirical 
research alternatives to the mainstream). 

In answering these criticisms, Lawson uses the opportunity to 
further clarify and develop his own ideas about what he regards as the 
formal model-building and econometric methodological approach of  
the mainstream, and the possible alternatives to it grounded on the 
ontological insights of critical realism. All his rejoinders are 
considerably longer than the contributions themselves (his reply to 
Hodgson’s thirteen-page piece on formalism in economics takes up all 
of forty-two pages including an addendum and notes) and are the result 
of long and careful deliberations in fashioning his counterarguments.   
In his introduction, Fullbrook comments that Lawson waited until he 
had completed all ten of his rejoinders before submitting any of them 
and responding to his critics. Whether or not one is persuaded by 
Lawson’s answers it is nevertheless a compelling tour de force that is at 
the cutting edge of thinking in this area of the philosophy of economics. 

Because his critics cover diverse issues and Lawson’s response to 
them is so detailed, it is difficult to give an adequate appraisal thereof 
in this short review. I will focus on just a few fundamental issues      
that seem to tap into the broader conversation. In his introduction, 
Fullbrook outlines Lawson’s ontological ideas according to the five basic 
properties of social phenomena embraced by critical realism: they are 
produced in open systems; they possess emergent powers or properties; 
they are structured; they are internally related and; they are processual. 
As explained by Fullbrook, these properties are not in any way unique to 
Lawson’s ontological critique of economics. They are part of established 
critical realist social theory in general as developed by Bhaskar and 
others in the 1970s. Moreover, these ideas were already commonplace in 
continental philosophy and literature well before the advent of critical 
realism (Fullbrook refers to the writings of Simone de Beauvoir as an 
example thereof). According to Fullbrook, these ideas and the social 
theories derived from them are so well established and legitimized 
outside of mainstream economics that “no one of repute” has dared to 
challenge Lawson that the economy is indeed characterized in this way 
and: “Only a fool would publicly take up these arguments” (pp. 6-7). 
However, at least three of the contributors to the volume appear to risk 
making fools of themselves along these lines.  
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Davidsen argues that because critical realists shy away from more 
substantive economic theorizing and concrete empirical analysis, much 
of the explanatory work is done by their ontological account of social 
reality. Davidsen then suggests that the critical realist account in terms 
of the five properties believed to apply to all social phenomena is just 
one of many possible ontological theories in this regard. In other words, 
no matter how seemingly well-established, obvious, appropriate, and 
legitimate the critical realist ontological account is it is nevertheless a 
fallible theory. (In his rejoinder, Lawson points out that he has always 
regarded his critical realist account as such, even though he regards      
it as the best grounded compared to any alternative ontological 
conception or theory he has come across to date. Moreover, the general 
critical realist account can inform different and competing substantive 
economic theories and empirical analysis. Thus, argues Lawson, it is 
strategically unhelpful to point to more specific theories or illustrations 
of critical realism at work since it might be mistakenly inferred that the 
rejection of any such individual theory undermines the whole critical 
realist account).  

Later, Ruccio argues that Marxian and postmodernist theories are 
good examples of alternative ontological conceptions of social reality 
which can provide their own penetrating insights and critique of 
mainstream economics. Ruccio points to the Marxist/postmodernist 
notion of a dialectical interaction between theory and the construction 
of multiple social realities which he argues is incommensurable        
both with the mainstream and with the heterodox theories that    
Lawson suggests have common ontological ground with critical realism. 
(Lawson answers that given this common ground—see also his response 
to Davis’s criticisms in chapter six—it is hard to argue that different 
heterodox theories, including the Marxist and postmodernist ontological 
theories preferred by Ruccio, are incommensurable. Even the 
mainstream orthodoxy—Lawson suggests—is not incommensurable in 
the sense of being unable to evaluate its respective worth in explaining 
social reality).  

And Jack Vromen takes Lawson to task for asserting that the critical 
realist transcendental mode of inference, although fallible, is the best 
available approach to explaining social phenomena, and suggests that it 
rather serve as an alternative “conjectural revisionary ontology” which, 
echoing Davidsen, should be used to develop more substantive 
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theoretical and applied research in this regard (Lawson’s response here 
is similar to his rejoinder to Davidsen). 

Despite the diverse criticisms of the contributors and Lawson’s 
thorough responses to them, a basic issue that I suspect many will still 
find unsatisfactory is Lawson’s characterization and appraisal of 
mainstream economics. To summarize briefly, it is characterized         
by Lawson as the dogmatic insistence on the two methodological ugly 
sisters of mathematical-deductivist model-building and the econometric 
estimation of the formal models so constructed. Such an approach, 
argues Lawson, is likely to fail because it entertains a fundamentally 
mistaken ontological conception of economic and social reality.        
This reality, with few exceptions, does not contain the local closures and 
atomistic units of analysis necessary for the event regularities upon 
which the success of the project inescapably depends. According to 
Lawson, the signs of failure are endemic to the mainstream and are self-
evident to both those working in heterodox alternatives and to 
important theorists within the mainstream itself.  

Is the mainstream adequately defined and characterized as the 
dogmatic insistence on formal mathematical model-building and 
econometrics, leading to endemic explanatory and predictive failure?   
In his introduction, Fullbrook quotes Nobel prize-winners Milton 
Friedman (1999) and Ronald Coase (1999) who both criticize economics 
for being preoccupied with mathematical technique and method 
divorced from economic reality. This is also Mark Blaug’s (1997) 
complaint about modern economics which elsewhere he traces back to 
the formalist revolution in the 1950s (Blaug 1999; 2003). Both Lawson 
and his critics appear to agree in this respect at least. Now both 
Friedman and Coase were highly influential economists, in macro-
economics and micro-economics respectively, neither of whom, it may 
be argued, indulged in formal mathematical model-building. The kinds 
of theorizing and empirical work they were engaged with are very 
different to the more formal mathematical theory and model-building 
of, say, the new classical economists or the game theorists in micro-
economics. Should Friedman and Coase be defined as non-mainstream 
economists because they did not make use of formal mathematical 
analysis?  

Perhaps Lawson would argue that although they used less formal 
approaches in developing their explanatory theories, their mode of 
reasoning is still based on the mathematical-deductivist method.        
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But then Lawson would surely have to admit that mainstream economics 
thus defined is capable of producing significant and successful 
explanatory theories (which of course allows that they are contestable 
and may be superseded by alternative theories). Thus, Friedman’s 
adaptive expectations critique of the Phillips curve trade-off was 
regarded as a good explanation of stagflation during the 1970s and had 
major implications for the role and conduct of monetary policy which in 
some respects are still recognized today. And, despite being treated by 
some Institutionalists as their adopted son, Coase’s theory of 
transactions and social costs, externalities, efficiency, and the allocation 
of property rights is surely also an example of a highly successful 
explanatory theory in mainstream economics which does not involve 
any formal mathematics or econometrics. 

More generally, mainstream economics appears capable of 
entertaining two different streams in terms of method, with less formal 
approaches and quantitative methods (e.g., Smith, Marshall, Keynes, 
Kuznets, Friedman, Coase) flowing alongside the more mathematically 
formalized approaches (e.g., Ricardo, Walras, Samuelson, Nash, Arrow, 
Debreu, Lucas). My point here is simply to question the idea that 
mainstream economics can be equated with the methodologically 
dogmatic insistence on formal mathematical model-building and 
econometrics. Both its history and current state suggest that it is a 
broad church able to accommodate a range of less formal models, 
quantitative techniques and empirical analysis (involving, perhaps, the 
“basic economic reasoning” that Caldwell tries to articulate in his 
contribution) alongside the more formalized approach. 

At the end of his piece defending what he regards as the acceptable 
use of formal methods in economics, Hodgson notes in support of      
his argument that sociology, which makes little use of formal 
mathematics in its explanatory theories, is itself “widely acknowledged 
to be in a state of severe disorder, especially concerning its core 
presuppositions, its self-identity and boundaries, and its relations with 
other disciplines, particularly economics and biology” (p. 186). Hodgson 
concludes that formalism can thus be only part of a much broader 
malady afflicting the social sciences generally. In his forty-two page 
reply to Hodgson, Lawson remains uncharacteristically silent on this 
issue. Perhaps Hodgson’s perceptive observation can also be used to 
make a related point: that there is an academic specialization and 
division of labour in studying the social world with each of the related 
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but separate disciplines cleaving to their own preferred methodological 
approach. Thus the economist, sociologist, economic historian, political 
scientist, and business school academic have their own distinctive 
(possibly partially overlapping and also contestable) methodologies, 
leading to a splendid variety of more substantive theories and models of 
social and economic reality, each with their individual strengths and 
weaknesses, successes and failures. It thus appears to me that Lawson’s 
critical realist case for finding a common ground between heterodox 
approaches and enlisting help to try to reorient the “failed” mainstream 
economics project is not likely in the end to meet with much more than 
the limited success it has experienced to date. 
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This book provides an encyclopedic review and synthesis of the 
literature on the economics of ecosystems and biodiversity. It is a   
must-have reference book for anyone doing valuation studies of 
environmental resources and for instructors and scholars in this      
area. In addition to what one would expect of any exhaustive review of 
the economic valuation literature, it provides appendices containing 
compilations of more than a thousand monetary values gleaned from 
the literature (more on this below), and a number of chapters linking 
biodiversity, ecosystems, and ecosystem services to one another, to 
socio-cultural contexts, to measurement, and to economics. 

The book has its roots in a declaration by the environment ministers 
of the G8 plus five major newly industrializing countries in a meeting 
that took place in 2007. The ministers called for a study that would 
evaluate the “global economic benefit of biological diversity, the costs  
of the loss of biodiversity and the failure to take protective measures 
versus the costs of effective conservation”.1 The result was a major 
research undertaking involving a huge international team that is hosted 
by the United Nations Environment Program and receives financial 
support from the European Commission and a number of countries. 
This book is one part of the culmination of that undertaking. It provides 
the technical and scientific basis for four companion works: a book 
containing recommendations for national policy-makers, another for 
local and regional policy-makers, another for business leaders, and an 
internet resource for citizens (www.teebweb.org). 

There are seven chapters in the book, each written by a different 
team of researchers; in addition, there are three appendices also written 
by different teams of researchers. Finally, there is a preface written      

                                                 
1 See: http://www.teebweb.org/AboutTEEB/Background/HistoryofTEEB/tabid/1247/Default.aspx  
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by the study leader Pavan Sukhdev, and an introduction written by 
Pushpam Kumar, the book’s editor. Despite the large number of authors 
(12 coordinating lead authors, 20 lead authors, and more than 50 
contributing authors) the book is cohesive, organized, and flowing.   
This must not have been an easy task. 

Chapter 1 discusses the challenges of integrating the disciplines of 
economics and ecology. As the introductory chapter, it also presents  
the framework and backbone for thinking about the linkages between 
ecosystems and the economy to be used throughout the book. Chapter 2 
discusses the current understanding of the relationships between 
biodiversity, the structure and functioning of ecosystems, and the 
provision of ecosystem services. Chapter 3 explores the strengths      
and weaknesses of available measures and indicators of biodiversity and 
ecosystem status and concludes that most of the available indicators are 
not useful for economic valuation studies per se. Chapter 4 discusses 
concepts of valuation including economic valuation. Chapter 5 provides 
a review of the literature on economic valuation methods. Chapter 6 
discusses the issues surrounding the choice of discount rate to use in 
valuation. Finally, Chapter 7 summarizes and synthesizes the previous 
six chapters. 

I will declare at the outset that I am a mainstream environmental 
economist. Therefore, the heart and soul of the book for me are in 
Chapters 5 and 6, “The economics of valuing ecosystem services and 
biodiversity” and “Discounting, ethics and options for maintaining 
biodiversity and ecosystem integrity”, respectively. These chapters 
present excellent summaries of the state of the art and provide a 
thorough and concise review and synthesis of the literature. The authors 
cover the usual topics such as valuation methods (direct, revealed,     
and stated preference approaches), benefits transfer and scaling-up 
issues, the Ramsey discounting approach of growth theory, and 
implications for discounting of uncertainty and time frame. At the same 
time, the authors do not shy away from tackling the most troubling 
issues and obstacles in valuation such as preference uncertainty, the 
problem of valuing ecosystem resilience, dealing with option value and 
valuation in developing economies. There are not answers to all 
problems, but it is important that the limitations of valuation are clearly 
laid out and understood by practitioners and stakeholders. 

In economics, value is an anthropocentric concept. Thus, ecosystems 
and biodiversity have value because of their worth to humans. And this 
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makes it possible to operationalize valuation studies: one can estimate 
the value of an ecosystem service, for example, by looking to the     
value humans place on it, revealed either through behaviour in market-
related activities or through questionnaire/stated-preference studies. 
Economists are quick to point out that this is the methodological 
starting point for valuation studies. This book does this too, but goes 
well beyond merely stating the assumption. For example, the Chapter 5 
authors state that “[t]his valuation approach […] should be used           
to complement, but not to substitute for, other legitimate ethical          
or scientific reasoning and arguments relating to biodiversity 
conservation” (p. 187). And Chapter 4 provides an illuminating review  
of alternative approaches to the origins and concept of value.            
One of its key messages is that one’s concept of the value of nature 
“functions as a system of cultural projection which imposes a way of 
thinking and a form of relationship with the environment, a particular 
notion of property and ownership” (p. 152). As well, it “can serve as a 
tool for self-reflection which helps people rethink their relations to the 
natural environmental and increased knowledge about the consequences 
of consumption choices and behaviour for distant places and people”  
(p. 152). The chapter points out that the anthropocentric approach 
really views nature and human beings as being distinct from each other 
and reveals a “[…] neglect of intrinsic values in economics—values of 
nature simply for the sake of its existence, independent of any current 
or future usefulness to humans” (p. 161). The authors say that the 
question of whether or not nature has or should have intrinsic value is 
related to the way in which we perceive human-nature relationships. 

The authors distinguish two alternative approaches to eliciting 
values for nature; the first is the stated preference or contingent 
valuation approach. Implicitly, this approach assumes that people have 
pre-existing and known values for nature that just need to be drawn out. 
Moreover, the value of nature is then the aggregation of individual 
values. On the other hand, what they call the “deliberative or social 
process” approach, in which values emerge from a communicative social 
process, implicitly assumes that individuals do not have pre-existing 
and known values for nature; nonetheless, these values evolve during 
the process of social deliberation. In this approach, value is not the 
aggregation of individual values but is a group-determined value.      
This approach, however, has been criticized for being open to influence 
by power relations in social settings.  
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Though the book justifiably calls attention to the potential negative 
implications of the economic approach to valuation, it concludes that it 
clearly has considerable appeal as a decision-making and awareness 
mechanism. The authors concede that it is quite possible that “in the 
long run this approach actually will lead to the internalization              
of the environment into western thinking and economics” (p. 164).         
In addition, there are a number of practical reasons to view valuation as 
socially useful. As Pavan Sukhdev points out in the preface, valuation 
can (1) serve as a tool for self-reflection, (2) it makes explicit what  
would otherwise be implicit valuations made by policy-makers, and     
(3) demonstrates the value that nature delivers to society in a unit of 
account everyone understands and therefore is an important vehicle for 
achieving policy changes that properly take into account the importance 
of nature. 

Pavan Sukhdev summarizes succinctly the philosophical approach to 
valuation adhered to throughout the book: 

 
[W]e should acknowledge the weaknesses of valuation methodology 
[…] (due to insufficient understanding of ecosystem dynamics and 
of biodiversity’s role in ecosystem resilience, valuing single benefits 
one at a time rather than an ecosystem as a whole, not accounting 
for the effects of climate change on the nature and extent of 
ecosystem services and so on) but we should not shy away from 
stating best available estimates of value using the most appropriate 
of reviewed methodologies, strictly to help decision makers to make 
better informed choices. This is because the alternative is in fact 
ethically worse: to permit the continued absence of prices to seep 
even further into human consciousness and behaviour as a ‘zero’ 
price, and thus no value (p. xxiii). 
 
Some might take exception to this view and argue that putting a 

wrong price on nature (which is a real possibility given all the 
hindrances to valuation listed above) is not likely to lead decision 
makers to make better choices. On the contrary, it could lead to bad 
choices. While there is some merit in this viewpoint, I would tend to 
agree with Sukhdev. Refusing to be explicit and therefore accountable 
about valuation means we are leaving it to others who make decisions 
about resource allocation that will affect the natural environment to 
impose their own preferences and values on the decision-making 
process. 

As I mentioned earlier, one of the Appendices contains a valuable 
summary of a data base created as part of the study of the monetary 
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values found in the literature for 11 main biomes/ecosystem-complexes 
(open-ocean, coral reefs, coastal systems, coastal wetlands, inland 
wetlands, rivers and lakes, tropical forests, temperate and boreal 
forests, woodlands, grasslands and polar and high mountain systems). 
The Appendix refers the reader to www.teebweb.org for the complete 
database, but at the time of writing, I was unable to find it. Nevertheless, 
the Appendix provides a comprehensive summary of monetary values 
screened from hundreds of publications. Combine this with the 
information in Appendix 2 which provides references to the published 
papers carefully categorized by the type of ecosystem service and 
valuation technique and you have an impressive and valuable collection 
of information. 

The efforts taken in this volume and, indeed in the entire project,   
to bring together all that we know about the value of biodiversity and 
ecosystems to economies are to be highly commended. The information 
is up-to-date, state of the art, balanced, and exhaustive. This book         
is also big, both qualitatively and quantitatively. It presents an 
overwhelming amount of information about biodiversity and ecosystem 
values. Yet it also shows us how little we really know yet, and how much 
more work needs to be done. 
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